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S1 Grain size analysis from Mastersizer for fine-grained gouge material
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Figure S1: Plot of grain size distribution as measured by Mastersizer in vol%. All material was sieved such that
grain sizes of >20 um must be due to clustering in suspension.



S2 Example TEM images for grain size analysis with FIJI

e |Exp |Mag |Spot |HT Pixel size | Fov
4096 [3s |150kx |5 200 kV | 70.79 pm | 289.9 nm

Size |Dwell |HT Scan fov | STEM Mag | Pixel size | CL
2048 | 10.0 ps | 200 kV | 754 nm | 133 kx 368.4 pm | 125 mm | BF

Figure S2: Images used in Fig. 5 of manuscript with higher resolution to show the grains measured in Fili by
Imagel.




S3 Details for calculations of mechanical data

In the following sections, detailed information is given for considerations and parameters of the calculations of
mechanical data and flow law parameters.

S3.1 HK-correction impact on flow law parameter calculations

As the mechanical data of the apparatus can be corrected by different methods we would like to present a
comparison of the stress values obtained with different corrections and how these corrections affect consequent
calculations of n-values. In the following Table S1, we show the strain rates and stresses we have calculated. The
maximum range for the stress exponent n using different corrections covers approximately n=1.4 to 1.8. This is
an important result, because it demonstrates that the interpretations of our study are robust and not dependent on
individual correction procedures. In our interpretations we only deal with the range of values not individual
numbers.

In particular, we would like to discuss possible concerns regarding the Holyoke and Kronenberg (2010)
(H&K2010) molten (MSC) (Equation S1) and solid salt cell (SSC) (Equation S2) assembly corrections:

Ggas = 0.73 X OGriggsmsc (/=30 MPa) Eq. (S1)
Ggas = 0.73 X OGriggsssc—48 MPa  (+/—30 MPa) Eq. (S2)

We have performed all experiments in a solid salt cell and have applied the correction of the molten salt cell. This
appears as an application of the wrong correction. However, the slopes of the two corrections are identical, and
the only difference is the shift of values along the y-axis. If the solid salt correction is applied to our samples, it
will result in negative differential stress values for the slowest strain rate steps (i.e. low sample strengths). This
situation has arisen in our lab and in other labs before (oral communication Greg Hirth), and this is the main
reason, why the correction procedure by Holyoke and Kronenberg (2010) often is not applied.

As Holyoke and Kronenberg discuss in their (2010) paper, some potential problems of the calibration lie in the
mating of pistons in the Griggs apparatus, which is not designed to be operated at the low confining pressures that
were required for their calibration experiments to be correlated with a gas apparatus. For the reason to avoid
negative stresses for g1 - 03 (such values would imply an extension experiment, but we have performed only
shortening experiments), we have tried to apply the H&K (2010) correction of the slope of the calibration curve
without the shift along the y-curve. This correction is the molten salt calibration (again: the slope is identical to
that of the solid salt correction). Our highest n-value results from calculating the stress exponent without taking
the slowest strain rate step, as it appears negative after applying the H&K2010-SSC correction. This questions the
validity of the lowest stress. However, as we measured this value in a strain rate stepping experiment (the
advantage of such experiments is that all stress values are measured with respect to the same reference value of
the hit point, i.e. avoiding different friction terms in different experiments), we believe that the data point should
be used as an indicator for the stress sensitivity. Hence, we used the correction for a MSC, as the SSC correction
does not affect the slope and only a vertical offset with respect to the MSC. Also, as in Table S1, the influence of
this correction on n, due to the very low stresses we measured, lies beyond the decimals shown/relevant.

Furthermore, the experiment at the higher temperature of 725°C gives us the smallest stress exponent of n=1.4. It
could mean that the deformation mechanisms at higher temperature change. However, as shown by
microstructures (see companion paper 1, Nevskaya et al. 2025a), the deformation mechanism based on
microstructural criteria remains the same. This observation is the basis for our reasoning for averaging the
calculated stress exponents between the 650°C and 725°C experiments (Table S1). The averaging is performed
by weighting the n-values by the number of datapoints through which the regression line was fitted. Overall, this
procedure was made to take more data into account. But, as mentioned above, even considering a range of n values
of 1.4 to 1.8 is not significant for our interpretations and discussion in the manuscript.
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S3.2 Baseline force — correction of load by piston friction calculations:

Another uncertainty that needs to be addressed is the calculation of the hit point at different strain rates. It is
inferred that the force during the run-in stage of the experiment before the hit point stays constant at a given
displacement rate (often termed “friction”) but could change depending on the vertical displacement rate
(Proctor et al. 2016), see also Tarantola et al. (2010). This topic still is a source of debate in the scientific
community applying solid-confining-medium-apparatus, as has been shown in a workshop at Orleans in 2020,
where most of such apparatus users were present. For most typical displacement rates, the effect on the
measured force has been found negligible by M. Pec 2014 in their tests in the same apparatus that we used in
this study. Only at very slow rates (Tarantola et al. 2010) the viscous components on the run-in slope are
reduced. Also, Proctor, 2016 have found that the change of force for different vertical velocities at slow rates is
very low, being only 3-5MPa for one order of magnitude change. Based on these assumptions, we did not
perform additional run-in steps, also because it was very important for this study to have pristine
microstructures. However, from the experimental series that we performed, we could investigate the run-in
curves of different experiments at different strain rates. In Figure S3 we show the plots for displacement — force
curves of complete experiments.
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Figure S3: Comparison of the measured forces during experiments at different strain rates. The vertical piston displacement rates
are defined as follows: for the baseline strain rate ~10®¥m/s, slow strain rate~10°m/s and fast strain rate~107m/s. 1A is the overview
and 1B is zoomed into the run-in curves of the experiments.

Three different vertical displacement rates were used in Fig. S3. The experiments 618NW and 615NW are
performed with 10-*m/s, experiments 660NN and 635NN are one order of magnitude faster at 10”7m/s, and 632NN



one order of magnitude slower at 10°m/s. Despite the different strain rates the run-in force of experiment 660NN
is comparable to 615NW and 618NW. The run-in force of 635NN, however, is =5kN higher than the same strain
rate experiment 660NN, and the slower strain rate experiments 615NW and 618NW. The slow strain rate
experiment 632NN shows a different trend: First, it is performed on another rig and secondly, there are two values
for the run-in force. The reason for the two values (see Fig. S3b) is that there was a cooling problem during run-
in, and the experiment was stopped and restarted. Once experimental conditions were reached again, the slope
was different from the initial run-in. Thus, we raise the question whether a calibration of different run-in values
by hit-point stepping is even reliable within a single experiment?

Based on the observations on the larger dataset of M. Pec 2014, we still assume a base-force from the hit-point
even for stepping experiments, because the slope of the run-in appears to be unreliable as a calibration tool
altogether.



S4 Example error calculations for various shear zone heights and angles.

Table S2: Colours in the table are differentiating between different heights, hues of these colours guide
through three different angles. D = vertical shortening of the cylinder, AL = offset along the shear zone.

Shear zone D vertical Shear gL Time Shear strain  Shear strain

height (Am) (mm) angle (A (mm) (h) Y rate y
10 3.5 30 1.52 52 151 8.10E-04
10 3.5 35 1.64 52 164 8.78E-04
10 3.5 45 1.75 52 175 9.35E-04
50 3.5 30 1.52 52 30 1.62E-04
50 3.5 35 1.64 52 32 1.76E-04
100 3.5 30 1.52 52 15 8.10E-05
100 3.5 35 1.64 52 16 8.78E-05

100 3.5 45 1.75 52 17 9.35E-05



S5 Verification of flow law parameters
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Figure S4: Actual and calculated strain rate values are plotted against each other. Calculated values are the
values used for extrapolations in the main text:
n=1.47, m=1.66, Q=167 kJ/mol, A=49.4 MPa™ um™ s,



