
Manuscript prepared for Solid Earth
with version 5.0 of the LATEX class copernicus.cls.
Date: 4 April 2014

AxiSEM: Broadband 3D seismic wavefields in axisymmetric media
Tarje Nissen-Meyer1, Martin van Driel2, Simon C. Stähler3, Kasra Hosseini3, Stefanie Hempel4, Ludwig Auer2,
Andrea Colombi5, and Alexandre Fournier6

1Dept. of Earth Sciences, University of Oxford, South Parks Road, Oxford OX1 3AN, UK
2Institute of Geophysics, ETH Zurich, Sonneggstrasse 5, 8092 Zurich, Switzerland
3Dept. of Earth Sciences, Ludwig-Maximilians-Universität München, Theresienstrasse 41, 80333 München, Germany
4Institut für Geophysik, Universität Münster, Correnzstrasse 24, 48149 Münster, Germany
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Abstract. We present a methodology to compute 3D global
seismic wavefields for realistic earthquake sources in visco-
elastic anisotropic media, covering applications across the
observable seismic frequency band with moderate compu-
tational resources. This is accommodated by mandating ax-5

isymmetric background models which allow for a mul-
tipole expansion such that only a 2D computational do-
main is needed, whereas the azimuthal third dimension
is computed analytically on-the-fly. This dimensional col-
lapse opens doors for storing space-time wavefields on disk10

which can be used to compute Fréchet sensitivity kernels
for waveform tomography. We use the corresponding pub-
licly available open-source spectral-element code AxiSEM
(www.axisem.info), demonstrate its excellent scalability on
supercomputers, a diverse range of applications ranging from15

normal modes to small-scale lowermost mantle structures,
tomographic models, comparison to observed data, and dis-
cuss further avenues to pursue with this methodology.

1 Introduction20

Seismology currently enjoys transformative progress upon
a simultaneous surge in instrumention, software, and hard-
ware. The dawn of high-performance computing and sophis-
ticated numerical techniques to address seismic wave propa-
gation in a physically robust and realistic manner has enabled25

seismologists to capture relevant physics of wave propaga-
tion in the seismic far-field, and resolve structures for which
direct comparisons to waveform data are feasible. This in
turn opens doors to incorporating full waveforms into inver-

sion algorithms, using, for instance, adjoint methods in con-30

junction with 3D wave propagation (e.g. Tromp et al., 2005).
Traditionally, global seismic tomography (consult Rawlinson
et al., 2010, for a comprehensive summary) has been based
upon ray theory utilizing traveltimes, rather than full wave-
forms. Indeed, phase delays relate to wavespeed variations in35

a more robust manner than amplitude information. So why
would numerical methods, within the realm of tomography
at least, strive to capture the entire waveform? Most mod-
ern measurements of “traveltimes” such as cross-correlation
(Nolet, 2008), time-frequency phase delays (Fichtner et al.,40

2008), or instantaneous phase (Bozdag et al., 2011) are based
on waveforms, and therefore necessitate full wavefield mod-
eling. Moreover, high-frequency waveform modelling (e.g.
Thorne et al., 2007) is often employed to fit smaller-scale
heterogeneities. Such studies are subject to significant trade-45

offs especially if secondary measurements such as travel-
times were used. Thirdly, accurate computation of the gra-
dient of measurements with respect to model variations, of-
ten termed Fréchet derivative, requires the convolution of a
forward-propagating wavefield with a backward-, or adjoint50

wavefield, both of which need to be sampled in 3D space and
time (Nissen-Meyer et al., 2007a). For the purpose of this
paper, let us postulate a desire for a method to deliver

1. 3D wavefields for realistic sources and structures,

2. across the observable frequency band,55

3. at a reasonable computational cost for tomography.
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We will now delve into some of these issues in more detail,
and present our compromise for a solution which covers a
significant, realistic and relevant fraction of these aspirations.

1.1 Effective Earth models and data60

Spherically symmetric models are widely established as a
common basis for Earth properties not only in seismology,
but also as a bridge to mineral physics and geodynamics.
This popularity stems not only from the relative simplicity
in modeling 1D structures, but largely from the fact that such65

laterally averaged models represent and fit a large majority
of seismic (traveltime) data, as has been established since
the traveltime tables by Jeffreys & Bullen (1940) and sub-
sequent models such as PREM (Dziewonski & Anderson,
1981), IASP91 (Kennett & Engdahl, 1991), and ak135 (Ken-70

nett et al., 1995). Our understanding and interpretation of
the Earth’s interior has come a long way from the detection
of its radial structure, and has been significantly fueled by
means of seismic tomography (Rawlinson et al., 2010). At
the global scale, 3D tomographic models usually amount to75

a few percent wavespeed perturbation from spherically sym-
metric models (Becker & Boschi, 2002), and behave close to
linear in seismic traveltimes (Mercerat & Nolet, 2013).

Global tomographic models exhibit considerable agree-
ment up to spherical harmonic degree 5 (Becker & Boschi,80

2002; Auer et al., 2013), that is, for very large-scale struc-
tures, but often diverge at smaller length scales due to short-
comings such as insufficient data coverage and modeling. In
this multi-scale context, it is important to remember that any
discrete Earth model used in a numerical method is inher-85

ently upscaled (either by its own nature, or by porting to
the discrete mesh), and at best a blurred rendition of reality.
The challenge lies in tying the background model to both the
desired frequency range and type of measurement extracted
from the wavefield in a feasible, realistic manner.90

Clearly, utilizing a maximal amount of broadband data
is as desirable as capturing complexities in structure and
wave physics. Even in times of a surge in data acquisition,
source-receiver geometries are still largely controlled by con-
tinents, tectonic boundaries and the Northern hemisphere. It95

thus seems desirable to seek a compromise for modeling be-
tween broad frequency ranges, realistic effective Earth mod-
els, while exploiting a maximal amount of usable data.

1.2 Numerical wave propagation

Unlike disciplines subject to more complex, non-linear phys-100

ical systems such as fluid dynamics, the availability of ma-
ture, comprehensive seismic wave-propagation codes such as
SPECFEM3D GLOBE (e.g. Komatitsch & Tromp, 2002b)
seems to have resolved most challenges in capturing the un-
derlying physics of wave propagation. Instead, it appears to105

shift attention for achieving realistic wave propagation sim-
ulations towards
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Fig. 1. The cost of global wavefield simulations in “real-time” (i.e.
seismogram length equals wallclock simulation time) for different
methods. Each data point is based on actual simulation times, and
gives as a result the number of processors needed to achieve this,
assuming perfect scalability. The cost of normal-mode solutions
(mineos, available from geodynamics.org) and wave propagation
in 3D domains (SPECFEM3D GLOBE, geodynamics.org) scales
with the seismic period to the fourth power, whereas the axisym-
metric method (AxiSEM) scales to the third power. We calculate
the cost estimation upon saving 106 spatial points, a moderate task
to compute wavefields. This is especially noteworthy for the mode
solution whose cost scales directly with the number of saved spatial
points.

– feasible choices for source and structure,

– usability of the method,

– availability of computational resources.110

While all of these issues are common to any numerical
method and not easily resolvable, the latter point is especially
stringent. Worse still, for global seismology the prohibitive
cost will remain a dominant limitation on the maximally re-
solved frequencies and exponentially increasing number of115

usable data with millions of recorded waveforms (IRIS an-
nual report 2011, www.iris.edu) for years to come. Full 3D
models in spherical geometry can be incorporated by spher-
ical finite-differences (Igel et al., 2002), or spectral-element
methods (Komatitsch & Tromp, 2002a; Chaljub et al., 2007).120

As the computational cost scales with the frequency to the
fourth power (three space, one time dimension), such com-
prehensive methods are still extraordinarily expensive for
global-scale wave propagation at high resolution, and cer-
tainly more so if large numbers of simulations are needed125

as in most cases of geophysical interest. Alternative attempts
such as high-order expansions of the Born series (Takeuchi
et al., 2000) is similarly prohibitive for complex media and
high frequencies. This is unfortunate, as especially the do-
main of seismic periods below 10 seconds (see Fig. 1) of-130

fers both a wealth of seismic data and a resolution harbor-
ing many open geophysical questions. The plot in Fig. 1 is
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an approximate, order-of-magnitude estimation of computa-
tional cost, and minor algorithmic optimization does not af-
fect this overarching trend drastically. The slightly increased135

cost for AxiSEM above 10 seconds represents the fact that
the thin crustal layers at these long periods start to domi-
nate the smallest element size and thus increase the relative
cost due to this geometric constraint on the global timestep.
This is not seen in SPECFEM3D GLOBE, since intra-crustal140

layers are not explicitely meshed. Further commentary on
Fig. 1) is given in Section 2.7.

Considering desirable features for the inversion such
as comprehensive model-sampling, uncertainty analysis,
or probabilistic approaches, this represents not only a145

formidable challenge, but is essentially not computable even
with most optimistic estimates of the evolution of compu-
tation on a decadal time-scale, especially in 3D. Several
strategies of speeding up numerical methods exist, focused
on either the physical system or the implementation. Code150

optimization may exploit dedicated hardware infrastructures
such as GPUs (Rietmann et al., 2012), or algorithmic tasks
such as tensor-vector products (Nissen-Meyer et al., 2007b),
irregular meshing (Zhu et al., 2009) or local time-stepping.
These approaches usually lead to a performance speedup of155

about 2-3 in total CPU time. Physics-based approximations
often limit the frequency range either on the high end (as
implicitly done due to prohibitive cost in 3D methods) or
lower end (ray theory). Additionally, we commonly find cost
reductions related to reduced dimensionality (e.g., 2D, Zhu160

et al. (2009)), rheology (e.g. acoustic wave propagation), or
structural complexity by means of homogenization (Capdev-
ille et al., 2013). Such approximations can lead to orders of
magnitude faster codes, but need to be chosen carefully de-
pending on each application.165

1.3 3D waves in axisymmetric media

Several methods have been developed to effectively accom-
modate various levels of complexity in background struc-
tures. For spherically symmetric Earth models, normal-mode
summation (Dahlen & Tromp, 1998) elegantly tackles the170

grave end of the spectrum including such effects as grav-
ity and rotation (Dahlen, 1968). For higher frequencies,
the direct-solution method (Kawai et al., 2006), GEMINI
(Friederich & Dalkolmo, 1995), or Yspec (Al-Attar & Wood-
house, 2008) have proven efficient in delivering accurate175

seismograms. While in principle doable, all of these meth-
ods become computationally expensive if an entire wave-
field is needed as for sensitivity kernels (Nissen-Meyer et al.,
2007a), and do not allow for lateral heterogeneities. Ax-
isymmetric finite difference methods (Toyokuni & Takenaka,180

2006; Jahnke et al., 2008) may accommodate this effectively,
but suffer various shortcomings such as approximate sources,
lack of fluid domains and anisotropy (Jahnke et al., 2008),
and high dispersion errors for large propagation distances
of interface-sensitive phases such as surface or diffracted185

ul = ul(s,z)

ul = ul(s,z) · fl(sinφ,cosφ)

ul = ul(s,z) · fl(sin(2φ),cos(2φ))

Fig. 2. Radiation patterns for monopole (top), dipole (middle), and
quadrupole angular orders of the respective moment tensor ele-
ments. The azimuthal radiation patterns encapsulated by fl depend
on multipole orderm as well as component l, that is, no summation
is implied by the above products.

waves. However, recent advances include a full moment ten-
sor, attenuation, and the Earth’s center (Toyokuni & Take-
naka, 2012).

The purpose of this paper is to introduce the axisymmet-
ric spectral-element implementation AxiSEM as a new and190

publicly available, production-ready method and code for
global wave propagation, which taps into parameter regimes
that have been previously unavailable at similar computa-
tional cost. We motivate the relevance of these parameter
regimes by various examples and present ideas for further195

extensions and applications. Exploitation of moment-tensor
source and single-force radiation patterns allow the compu-
tational domain to be collapsed to a 2D semi-disk, and the
azimuthal third dimension is computed analytically. Radi-
ation pattern symmetries require all sources to be located200

along the axis, and lateral heterogeneities are translated into
a 2.5-dimensional torus-like structure. Due to the dimen-
sional reduction, global wave propagation at typical seismic
periods can be tackled serially on workstations. Novel fea-
tures in this manuscript with respect to the methodology al-205

ready described in Nissen-Meyer et al. (2007b, 2008) include
2D parallelization, scalability to > 8000 cores, benchmarks
at 1Hz and for normal modes, extensions to visco-elastic
anisotropic media, fluid spheres, finite sources, axisymmetric
structures, tomographic models, comparison to data, generic210

post-processing for arbitrary source-receiver settings, sensi-
tivity kernels, and availability as an open-source code.
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This paper is organized as follows. A methodological
chapter briefly summarizes the mathematical background
of our approach, delegating more details to previous pub-215

lications, and focusing instead on practical matters such as
scalability, runtime requirements, I/O, and code availability.
Chapter 3 describes those source types that may be simulated
with AxiSEM, ranging from moment-tensors, single forces,
to finite faults and stochastic sources. Chapter 4 similarly de-220

scribes a range of background models to be discretized in
AxiSEM, including anisotropy, intrinsic attenuation, classi-
cal 1D Earth models, solar models, small-scale 2.5D hetero-
geneities and tomographic cross-sections, random media and
explicit mesh representations of the crust and oceans (oceans225

are not part of the current code as of April 2014). Chapter 5
shows simulation results for a selection of the previously
mentioned ranges of applicability, covering the entire seis-
mic frequency spectrum, 3D wavefield visualization, lower-
most mantle structures, simulations for 2.5D slices through230

a tomography model, comparison with observed data from
lowermost mantle and core phases, and sensitivity kernels. A
concluding chapter discusses the general applicability, limi-
tations and an outlook on future developments.

AxiSEM is a mature methodology and code, able to ad-235

dress a number of intriguing scientific questions. As should
be commonly known per any software implementation, the
level of automatism for the applications listed here is diverse,
and readers should refer to the manual of the most recent re-
lease version for up-to-date features of the code.240

2 Methodology

The mathematical foundation and validation of spherically
symmetric, solid-fluid lower-frequency settings is detailed in
previous publications (Nissen-Meyer et al., 2007b, 2008). In
this section, we only sketch key methodological concepts,245

while focusing on new additions and practical matters re-
lated to usability, functionality and applicability. Our ap-
proach accurately simulates 3D wavefields in axisymmetric
Earth models, and distinguishes itself by

1. decreasing the computational costs by orders of magni-250

tude compared to 3D methodby running in 2D,

2. taking no limiting assumptions about wave-propagation
physics (except for very long-period effects such as ro-
tation (see section 4.7)) or kinematic earthquake radia-
tion.255

It therefore falls in between traditional end members that are
typically optimized for either end of the frequency spectrum
(e.g. ray theory, normal-mode summation) and 3D modeling,
by not compromising on essential wave-propagation physics
or the coverage of the entire recorded frequency band be-260

tween 0.001-1Hz. The efficiency gain is grounded upon as-
suming axisymmetric background models, which reduces the
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Fig. 3. The 2D computational domain D upon which the collapsed
numerical system operates with a symmetry axis (blue). The method
solves the three-dimensional equations of motion, but allows for an
analytical representation within the azimuthal dimension (green).
Sources and structure therefore obey axisymmetry with respect
to the axis. Colors denote compressional velocities of the PREM
model (Dziewonski & Anderson, 1981), and black lines an elemen-
tal mesh for a seismic period of 20s. Zoom panels show a higher-
resolution version (5s) with upper-mantle discontinuities honored
by the mesh (b), as well as the rotated-coordinate meshing below
the inner-core boundary (ICB) (Nissen-Meyer et al., 2008).

numerical cost to a 2D domain whereas the third dimension
is tackled analytically. We shall forego detailed treatment of
classical spectral-element methods to highlight the peculiar-265

ities associated with this axisymmetric setting.

2.1 Equations of motion

The 3D integral (weak-form) elastodynamic equations of
motion in the solid Earth ⊕ read

mass term: M(u)︷ ︸︸ ︷∫
⊕
ρw · ∂2t ud3x+

stiffness term: K(u)︷ ︸︸ ︷∫
⊕

∇w :C :∇ud3x =

source term: F(u)︷ ︸︸ ︷∫
⊕

w · f d3x (1)270

where u is the sought displacement vector, w a suitably cho-
sen test vector, f the source term, ρ the mass density, and
C the anisotropic fourth-order elasticity tensor with 21 inde-
pendent parameters (consult Nissen-Meyer et al. (2007b) for
details). It may be time-dependent for intrinsic attenuation in275

which case the double contraction : implies a convolution.
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2.2 Axisymmetric dimensional collapse

As shown in Nissen-Meyer et al. (2007a), one may analyt-
ically separate radiation patterns into individual responses
to each moment-tensor element Mij factorized in azimuthal280

functions

um(x) =

us(x̃)cosmφ
uφ(x̃)sinmφ
uz(x̃)cosmφ

 , (2)

where m= 0,1,2 are monopole, dipole, quadrupole radia-
tion types, respectively (Fig. 2), and x̃ = (s,z) = (r,θ) spans
a two-dimensional domain (Fig. 3) by cylindrical (s,φ,z) or285

spherical (r,θ,φ) coordinates, respectively. This relation is
accurate for axisymmetry in source f = f(x̃) and structure
ρ= ρ(x̃),C = C(x̃). After solving the set of 2D problems,
seismograms and wavefields at any location (s,φ,z) are ob-
tained by multiplication with these azimuthal radiation fac-290

tors in eq. (2) during the post-processing stage (Section 2.5).
Conceptually, 3D integrals in ⊕ over any integrand ψ that
contains azimuthal dependencies such as in eq. (2) are then
collapsed to 2D integrals in D as∫
⊕

ψ(x) d3x⇒
∫
D

ψ(x̃)d2x̃, (3)295

by evaluating integration over φ analytically. This delivers
solutions for the 3D displacement vector u within a 2D com-
putational domain (Fig. 3). Symmetry about the axis (blue
in Fig. 3) mandates all structural heterogeneities away from
it to adopt a torus-shaped, azimuthally invariant elongation,300

whereas the point source remains along the axis. Such lat-
eral in-plane heterogeneities may prove useful for parameter
studies at sufficiently high frequencies (see Section 4.4).

2.3 Spatial discretization

Finite-element based methods compute derivatives and inte-305

gration upon reference coordinates. This entails a mapping
x̃ = x̃(ξ) from a generic reference coordinate frame ξ to the
physical domain x̃, represented by the Jacobian

J (ξ) =

∣∣∣∣∂x̃∂ξ
∣∣∣∣ , (4)

where |.| is the determinant. This mapping is purely ana-310

lytical for all element types of AxiSEM’s automated mesh
generator with the exception of the cube at the center of
the sphere (Nissen-Meyer et al., 2008). We then expand the
wavefield within each elemental integral upon a basis of or-
der N (typically 4,5,6) as315

u(ξ)≈
N∑

i,j=0

uij lij(ξ), (5)

with two-dimensional Lagrange polynomials lij (Nissen-
Meyer et al., 2007b). Partial derivatives ∂ξu(ξ) are given by

analytically differentiating lij along ξ. These derivative oper-
ations are responsible for the bulk of the computational cost320

in typical spectral-element methods. Having performed these
algebraic operations at the level of elements, these elemen-
tal contributions are gathered to define the discrete global
stiffness Ku and mass terms Mu. Our formulation with
cylindrical coordinates leads to singularities of the type s−1

325

(Fig. 3) in the gradients at the symmetry axis. This is ac-
commodated by a different basis compared to the interior do-
main, l’Hospital’s rule (Fournier et al., 2005), and asymptotic
expressions to accommodate boundary conditions (Nissen-
Meyer et al., 2007a). By choice of either kind of basis func-330

tion, the mass matrix is exactly diagonal.

2.4 Temporal discretization

Such a discrete system leads to a set of ordinary differential
equations in time, which may be rearranged as

ü(t) = M−1 (f(t)−Ku(t)) , (6)335

This system is conveniently solved by various explicit
time-evolution schemes such as second-order Newmark, or
higher-order symplectic schemes (Nissen-Meyer et al., 2008)
up to eighth-order accuracy. Note that for the case of solid-
fluid domains, the time-stepping becomes a combined sys-340

tem of these two domains, and needs to be iterated appro-
priately across the solid-fluid interface (Chaljub & Valette,
2004).

2.5 Post-processing: Summation, rotation, filtering

Unlike most seismic wave-propagation codes, AxiSEM re-345

quires a crucial sequence of post-processing steps to retrieve
the full solution, see eq. (2). While this may seem as an un-
desirable additional burden, it represents a high level of flex-
ibility, leaving a maximum amount of parameter choices to
this post-processing step instead of having them fixed for the350

bulk simulations. For instance, one does not need to decide
on the source mechanism, source-time function, filtering, in-
strument response, and receiver components at the time of
the actual simulation but can defer this to post-processing.
The only necessary geophysical choices at the time of the355

simulation are source depth, receiver distances, maximal fre-
quency, and background model. Fig. 4 depicts an example
of an automated output from postprocessing to be read by
Google Earth, containing source (red dot) and receiver (yel-
low pins) locations. Each receiver pin is linked to an image of360

the corresponding post-processed seismograms, and source
information is provided as text (see Fig. 4). Section 5.3
sketches a generalization of this post-processing that fully
exploits its flexibility in the context of solving the forward
problem once-and-for-all, deferring the choice of the source-365

receiver geometry to post-processing as well.
Recasting the 3D equations of motion into a suite of 2D

problems yields a system of four independent wave equa-
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Fig. 4. A Google-Earth rendition of the source-receiver geome-
try used in an AxiSEM simulation. A generic output of the post-
processing embedded within AxiSEM, this kml-file contains earth-
quake parameters (red dot), and actual seismogram images as links
at the station locations (yellow pins).

Fig. 5. A typical mesh decomposition for the PREM model run-
ning at dominant period of 9 seconds on 96 cores. Load balancing
is exact, and the arbitrary permissible multiplication between num-
ber of horizontal and radial slices guarantees flexibility for adapting
numerical settings to existent hardware infrastructures.

tions to represent all six independent elements of the mo-
ment tensor (Mrr,Mφφ,Mθθ,Mrθ,Mrφ,Mθφ,) separately370

(see Fig. 7). This collapse from six to four independent
systems honors azimuthal redundancy between the dipoles
Mrθ ∼Mrφ as well as quadrupoles (Mθθ −Mφφ)∼Mθφ

(Nissen-Meyer et al., 2007a). Consequently, AxiSEM sim-
ulations are by construction always given for each individ-375

ual element of the moment tensor. The task to sum to a full
moment-tensor is described in Section 3.1. Additional fea-
tures of post-processing are rotation from the pole-centric to
an actual source-receiver geometry, bandpass filtering, con-
volution with a source-time function, rotation to arbitrary380

seismogram component systems, choice between displace-
ment and velocity seismogram. A similar set of operations
applies to 3D wavefield visualizations. Users may for this
visualization case also specify rendering perspectives, wave-
field components, 3D cuts, hypersurface extractions within385

post-processing. In effect, this allows for in-situ visualization
and merges seismic trace analysis with visualization on-the-
fly.

2.6 Parallelization

At frequencies around 1Hz, the required run-time memory390

(roughly 20GB) for 1 Million elements exceeds the typical
memory of contemporary cluster cores. More importantly,
the CPU time-to-solution becomes prohibitively lengthy if
the system is simulated on a single core (although possi-
ble). We thus incorporated a generic, automated 2D domain395

decomposition into 2NθNr domains, where NθNr repre-
sent positive integers for the number of latitudinal and radial
slices, respectively. This guarantees the simultaneous real-
ization of the three crucial factors for scalability: 1) a min-
imal amount of neighboring domains (maximally eight), 2)400

minimal interfaces size (i.e., length of messages), and 3) ex-
act load balancing. The non-blocking, asynchronous mes-
sage passing implementation is entirely hidden behind the
computation of the stiffness term, which will be seen in the
excellent scaling in the next section.405

2.7 Performance & scaling

The reduction of 3D wave propagation to a 2D computa-
tional domain is reflected by the method’s performance com-
pared to 3D methods (Fig. 1). This equally holds true against
methods which are extremely efficient and fast in delivering410

singular seismograms such as normal-mode summation or
DSM, but whose computational cost depends on the amount
of desired output locations. To compute sensitivity kernels
for the inverse problem, one needs to save the entire space-
time wavefield everywhere, and hence such dependencies be-415

come inefficient especially when moving to higher resolu-
tions. Fig. 1 gives a flavor of the computational task along
a typical range of global-scale seismic periods, quantified in
terms of required amount of CPU cores to achieve real-time
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Fig. 6. Scalability of AxiSEM on a Cray XE6 at CSCS (Switzer-
land). Left: Strong scaling, i.e. fixed global problem size (8 Million
2D elements) as a function of the number of used cores commu-
nicating via the message-passing interface, for 12000 time steps.
AxiSEM scales super-optimal, which is mostly due to the more ef-
ficient usage of run-time memory if less memory is used per core.
Right: Weak scaling, i.e. fixed problem size per core (1000 ele-
ments) for 1000 time steps. The desired constant time-to-solution
is exceeded by 4% for >8000 cores in which case communication
is not entirely hidden behind the computation of the stiffness terms.

simulations (seismogram time equals CPU wall-clock time),420

assuming perfect scalability. Fig. 6 shows the new imple-
mentation of 2D parallelization and strong as well as weak
scaling results on a Cray XE6 supercomputer installed at
CSCS, Switzerland. In both cases, the performance is excel-
lent: Strong scaling (fixed global degrees of freedom) is even425

super-optimal due to efficient memory usage. Weak scaling
shows a slightly sub-optimal behavior at 96 % for > 8000
cores, still a remarkable figure indicating that message pass-
ing and parallelization are essentially hidden within the code.
It is noteworthy to recognize that AxiSEM has little run-time430

memory, and applications at the high-frequency end bene-
fit from vast multi-core systems mainly to reduce wall-clock
time, unlike 3D seismic methods which are often memory-
bound. As in any (2D) time-domain discrete method, it is
important to recognize that half the dominant period takes435

about 8 times longer if seismogram length is fixed: The
mesh is about 4 times larger, and the time step about twice
as small. Note that monopole source types run faster than
dipoles and quadrupoles due to their sparser stiffness terms
(Nissen-Meyer et al., 2007b).440

The number and meaning of input parameters for AxiSEM
are kept at a generic, streamlined minimum, providing a ro-
bust basis in an effort to reduce failure. This is amended
by a comprehensive number of sanity checks prior to the
time loop, including critical tests upon mesh configurations,445

source, model, receiver settings parallelization, discrete vol-
ume and mass of the Earth, accuracy of internal surfaces, nu-
merical quadrature, mass matrix and boundary terms. As a
rough estimate, each 2D element occupies 1.5 wavelengths
and about 2.5 kB, and for seismic periods of 5 seconds ap-450

proximately 400,000 elements are needed. The code requires
about eight microseconds simulation time per time-step and
element.

2.8 Excessive input/output

Spectral-element methods of the kind presented here have455

excellent scalability properties in general (Fig. 6). The bot-
tleneck, especially when moving to higher resolution and
larger parallelization, lies in disk access which is necessary
for saving wavefields and seismograms at run-time. For stor-
age of synthetic seismic data, especially for a database of pre-460

computed waveforms (see sect. 5.3), platform-independence
of the data is needed. However, the storage format of For-
tran binary files is not even compiler-independent. To en-
sure true platform independence, AxiSEM fully supports
the widely accepted NetCDF4 (http://www.unidata.ucar.edu/465

netcdf/) format to store seismograms and wavefields, but
users may also revert to Fortran binary if desired. A
NetCDF4 file is a container, in which very large variables
(e.g. wavefields) as well as single scalar values (e.g. gen-
eral simulation information) can be stored. The format allows470

transparent compression of the variables using the SZIP algo-
rithm (shu Yeh et al., 2002), which saves around 50% of hard
drive space for a typical seismic wavefield with respect to
generic binary format. The container character of a NetCDF
file means that direct access to selected data is possible, i.e.475

small amounts of data such as time series can be read from
a (potentially very large) file, without loading the whole file
into memory. The code allows to store all simulation output
in one self-contained NetCDF4 file, which facilitates han-
dling of a large number of simulation results, for example in480

parameter studies.
NetCDF4, which is based on the HDF5 format, allows for
parallel writing into one file. Since this makes use of par-
allel file systems very efficiently, it might provide big per-
formance gains on the next generation of supercomputers.485

On the current generation however, the installation of paral-
lel NetCDF4 is not generally reliable yet. Therefore and to
increase compatibility with older machines, AxiSEM uses a
serial round Robin-scheme for writing data to disk. All pro-
cessors buffer their respective wavefield output locally. After490

a set number of time steps, one instance spawns a new thread
and transfers its wavefield buffer to it. This new thread then
opens the output file and compresses and writes the buffer to
disk, while the original processor continues to simulate the
wavefield. This non-blocking IO scheme has been tested to495

work well up to 224 parallel instances, in that wavefield stor-
age marginally affects CPU time and performance.

2.9 Implementation and availability

The AxiSEM code is written in Fortran2003 combined with
MPI message passing, requiring corresponding compilers.500

Optional additional packages are NetCDF4 (Rew & Davis,
1990) for improved I/O, fftw3 (Frigo & Johnson, 2005) for
post-processing in the frequency domain, TauP (Crotwell
et al., 1999) for traveltime picks, paraview for visualiza-
tion of vtk- and xdmf -based wavefields, Matlab for visu-505
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Fig. 7. Left quadrant: The four time series upon the generic moment-tensor types (see eq. (9)–(12)). Right: Summation to the full seismogram
for the 2011 M9 Tohoku (point-source) event. Plotted is the displacement in the s-direction (i.e., perpendicular to the symmetry axis, see
Fig. 3), with a dominant period of 10 seconds recorded at station BILL (East Siberia) at 33◦ distance.

alization of record sections, gnuplot for creating seismo-
gram image files, Google Earth for visualization of source-
receiver geometries and seismograms on the sphere, python
wrappers for streamlined input/output and linkage to Ob-
spy (Beyreuther et al., 2010). The Fortran2003 code is di-510

vided into a Mesher utilizing OpenMP, a Solver utilizing
the message-passing interface (MPI) for communication be-
tween separate domains, and extensive post-processing for
ease of visualization, filtering, source-time functions, various
receiver component systems, and moment-tensor solutions.515

AxiSEM is available through a release version with GPL
license from www.axisem.info, and comes with no guaran-
tee of functionality or support, but each version contains a
detailed manual, examples, nightly builts and tractable sub-
version control system as well as an existent userbase.520

3 Seismic sources

In global seismology, it is customary to rely on the point-
source approximation and corresponding moment tensors
Mp (not to be confused with mass matrix M in the last sec-
tion). The implementation of indigenous earthquake sources525

or single forces located at xp is detailed in Nissen-Meyer
et al. (2007b). We use temporal Dirac delta functions acting
at time tp in the simulations, such that a displacement time

series is obtained by convolving a source-time function Sp(t)
(incorporated into a time-dependent moment-tensor term as530

Mp(t) = MPSp(t)), with the Green’s tensor solution Gp

up(x,ω) = Mp(ω) : ∇pG
p(x,ω), (7)

where we reverted to frequency domain ω for concise no-
tation, and ∇p denotes spatial differentiation with respect
to the source coordinate (no summation implied). Here, we535

focus on basic necessary post-processing operations to ob-
tain the response to a full moment-tensor, the extension to
finite kinematic faults, stochastic sources (as for example in
noise seismology or helioseismology), and the problem of
handling Dirac delta functions δ(x) in a discrete world.540

3.1 Moment-tensor & single forces

To obtain the response to a full moment tensor (e.g., CMT
catalogue, www.globalcmt.org), one applies posterior sum-
mation honoring the respective radiation patterns along the
azimuth along with the convolution:545

up(x,ω) =

4∑
m=1

M̃p
m(φ,ω)G̃p

m(x̃,ω), (8)
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Fig. 8. A mesh for the Sun’s interior which accommodates the radial structure of the Sun for frequencies up to 5 mHz. It honors acoustic
wavespeed variations of the Sun across two orders of magnitude (left), leading to seven coarsening (doubling) layers. Density (right) varies
by eleven orders of magnitude, but does not affect the meshing process so long as these variations are smooth at the scale of elements. Such
a mesh represents the basis for wave propagation and imaging the solar interior utilizing stochastic noise excitation within the framework of
time-distance helioseismology.

where G̃p
m represent 2D vectorial Green’s responses to each

simulation m for point source p, and M̃m read

M̃1(φ) =Mrr, (9)
M̃2(φ) = (Mθθ +Mφφ)/2, (10)550

M̃3(φ) =Mrθ cosφ+Mrφ sinφ, (11)

M̃4(φ) = (Mθθ −Mφφ)cos2φ+Mφθ sin2φ. (12)

Only these four independent types of radiation patterns ex-
ist (monopoles M̃1,M̃2; dipole M̃3; and quadrupole M̃4)
in this axisymmetric framework. For a full earthquake mo-555

ment tensor, four independent simulations are thus under-
taken to account for the six moment-tensor elements Mij ,
whereas single forces (as needed for Lamb’s problem, ambi-
ent noise, impacts, or adjoint wavefields), require two sim-
ulations (monopole vertical force, dipole horizontal force)560

to account for the three components (Nissen-Meyer et al.,
2007b).

Fig. 7 depicts an example for the individual displacement
solutions for each M̃m (quadrant on the left), and the final
sum for a response to the full 2011 M9 Tohoku earthquake,565

recorded at station BILL (Eastern Siberia) at 33◦ distance.
Note that the summed trace bears little resemblance with any
of the generic solutions to radiation patterns eqs (9)–(12).

3.2 Finite faults

Kinematic rupture over a fault plane can be modelled as570

a discrete sequence of point sources distributed across the
fault plane, each of which may have individual moment ten-
sors, magnitudes and source-time functions to mimic time-
dependent slip. AxiSEM is well positioned for an effective
incorporation of such finite faults: Due to the rotational sym-575

metries outlined above, the number of simulations for an ar-
bitrary fault is simply given by its number of discrete depth
points. The solution for finite-fault displacements may be
written in terms of the solution to individual point-source so-
lutions up580

u(x, t) =
∑
p

up(x, t). (13)

Note that the dependence on the point-source locations xp

exists for moment-tensor Mp (by means of radiation pattern
and source-time function), and Green tensor Gp in eq. (7),
requiring separate solutions to the wave equation for each lo-585

cation xp. A significant shortcut can be made in the case of
spherically symmetric media by saving seismograms at “all”
distances, and applying rotational properties to the Green
tensor. As such, all laterally distributed points xp are accom-
modated within one simulation, and only the discrete depths590

need to be honored by separate simulations. This is advan-
tageous, as most finite-fault models are mainly distributed
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laterally, and only require a few depth samplings. This al-
lows for considerable flexibility should one wish to change
certain properties of the fault model without conducting new595

simulations. In light of the common problem of local min-
ima in (non-linear) source inversions, this offers an efficient
engine to perform comprehensive studies on the behavior of
different fault models and methodologies (Page et al., 2011).
The modeling of finite sources is thereby largely delegated600

to post-processing (see sect. 5.3), such that existent AxiSEM
databases can simply be applied to finite sources as well, and
finite faults can be naturally embedded within any applica-
tion of AxiSEM with little additional computational effort.

3.3 Stochastic sources605

The rotational invariance also facilitates applications of spa-
tially distributed stochastic sources such as ambient noise
generated by ocean-continent interactions or crustal scatter-
ing (e.g. Boué et al., 2013), or random pressure fluctuations
in the Sun’s interior (Gizon & Birch, 2002). Similar to fi-610

nite faults, one simulates point sources at the relevant num-
ber of depths (for ocean-continent ambient noise, this is one
depth) and relegates the spatial distribution and stochastic
time-frequency behavior to post-processing for rotations and
filtering, respectively. This helps not only for generating a615

diffuse wavefield for structural imaging, but also for invert-
ing for ambient-noise source locations.

3.4 Discrete Dirac delta distribution

It is desirable to simulate Green’s functions, as they offer
flexibility with respect to filtering and source-time functions620

after the simulation. The “source-time function” for the sim-
ulation is then a Dirac delta “function”, which, from a rigor-
ous perspective, is meaningless in any discretized system. To
retain its attractive properties as the “source time function”
to generate Green’s functions, one instead utilizes a trian-625

gle function that obeys integral properties of the Dirac dis-
tribution. Should one wish to extract a downsampled time
series from a simulation of this kind, then the “width” of
the Delta function must be adjusted to guarantee the trade-
off between 1) its Delta-function characteristics and 2) suf-630

ficient sampling below Nyquist frequency. This is automati-
cally computed in the code, depending on the sampling and
period ranges.

4 Structural properties

The definition, discretization and implementation of back-635

ground models is one of the most critical aspects for accurate
wave propagation. Amongst the decision factors are:

– the scale-lengths of structural variations, and their fea-
sible upscaling from a potentially smaller-scale model,

– merging diverse models of source and structure,640

Fig. 9. Two examples of random wavespeed variations superim-
posed on PREM. Left: variations with depth only. Middle: Varia-
tions in 2.5D. Right (top): Zoom into the crust for the 2.5D ran-
dom medium. Right (bottom): radial profile of these two realiza-
tions with respect to PREM.

– sharp versus smooth variations,

– local reliability and resolution, for instance in global to-
mographic models.

Uncertain choices amongst these points may lead to an
entirely wrong model and consequently useless wave-645

propagation results. Discretization and meshing in finite-
element based methods usually strive to replicate all sharp
boundaries of the model. Apart from algorithmic limita-
tions in meshing arbitrary hexahedral elements, any failure
to mesh a desired interface leads to false solutions.650

AxiSEM offers an internal meshing algorithm which op-
timally honors any discontinuities in spherically symmetric
Earth models, as well as arbitrary discrete spheres of any ra-
dial distribution of solid and fluid domains. Axisymmetric
structures that are invariant in the azimuthal direction may655

then be superimposed onto the background mesh on-the-fly
in the solver. These structures can be of pre-defined shape
types, or arbitrarily superimposed by interpolation of discrete
external grids (see Section 4.4).

4.1 Spherically symmetric models660

Spherically symmetric models such as PREM, IASP91, and
ak135 are automatically incorporated in AxiSEM. The code
also allows for flexible inclusion of arbitrary 1D structures
in the meshing process, such that other Earth models such as
those based on mineral physics can be easily accommodated.665

One may also apply the methodology to other planetary bod-
ies (e.g. Moon, Mars, Europa, not shown here) including
purely fluid media to facilitate acoustic wave propagation (a
computational shortcut still popular in the exploration indus-
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ULVZ
LLSVP

Fig. 10. An example of various lateral heterogeneities, representing
realistic deep-mantle structures projected onto the source-receiver
plane with azimuthal invariance. The large volume in yellow de-
notes a Large Low-shear wave Velocity Province (LLSVP), flanked
by two exaggerated ultra-low velocity zones (50 km height, 10% P -
velocity decrease, 20% S-velocity decrease, 10% density increase),
underlying a detached uprising in the mid-mantle. The implemen-
tation is done by assigning laterally heterogeneous properties to the
coefficients of the basis functions, as commonly done in high-order
spectral-element methods (Peter et al., 2011) so long as elements
are sufficiently small to capture variations in a smooth manner.

try), which drastically reduces computational cost. As a curi-670

ous case of extreme medium variations readily discretized by
our methodology, we reach out for our central star: The sun
is a giant fluid sphere subject to turbulent redistribution of
masses, magnetic field variations, and acoustic body waves
(Gizon & Birch, 2002). The background structure of the sun675

covers many orders of magnitude in density due to its huge
size and gravitational force, and about two orders of mag-
nitude in acoustic wavespeeds. Only the radial wavespeed
gradient matters for meshing, thus it is easily possible to
adapt the AxiSEM mesh to the Sun as seen in Fig. 8. Sur-680

face boundary conditions for acoustic waves (i.e. (vanishing
pressure) pose no technical difficulty, but are not yet included
in the first code release and shall be added in a timely future
version.

4.2 Crustal variations685

Crustal thickness variations from 6–8 km (oceans) to 60–
80 km (continental shields) owing to lithospheric compo-
sition have a significant imprint on those seismic phases
that are sensitive to shallow structure, such as surface waves
which traverse the crust to large distances. Additionally, cov-690

ering 70% of Earth’s surface, the oceans are also a contribu-
tor to wavefield modifications, even though most seismome-
ters are installed on land.

The computational efficiency of a 2D numerical method
allows for sufficiently small elements to explicitly mesh the695

crust, which is also necessary for wavelengths in the range
of crustal thicknesses. This is also true for the actual oceans,
which may be discretized by actual fluid-domain elements,
instead of resorting to a loading equivalent (Komatitsch &
Tromp, 2002b) or a homogenized crust (Fichtner & Igel,700

2008). Similar to axisymmetric structures, this divides the
sphere into oceanic and continental pole-centric rings. Dis-
cretized oceans are not available in the first code release, but
will be added in the near future.

4.3 Random media705

Spherically symmetric or axisymmetric variations in proper-
ties can be as general as desired in the method, including ran-
dom media variations so long as they are sufficiently smooth
and mildly deviatoric. In Fig. 9, we show two types of such
random variations, perturbing either radial structure (left), or710

2.5D structure by maximally 10% velocity variations. Wave
propagation through such complex structures can deliver use-
ful insight into wave effects as a function of spatial scale de-
pendence, scattering and homogenization properties, or the
relation between structural heterogeneities and seismic mea-715

surements (Baig & Dahlen, 2003).

4.4 Localized heterogeneities

The next level of complexity in structural properties is rep-
resented by axisymmetric media, which may have arbitrary
variations in the source-receiver plane, but are invariant in720

the perpendicular azimuthal direction. Especially in high-
frequency regimes, 3D edge effects from large-scale struc-
tures may become less dominant given the decreased ratio
between seismic and structural wavelengths, such that Fres-
nel zones reside within the azimuthal extent of an anomaly.725

Axisymmetry can then represent a tangible basis for wave-
form modelling of unknown arrivals, precursors, undetected
arrival delays, oblique reflectors. The only neglected part of
the wavefield compared to 3D background models are 3D
wave effects from off-plane structures such as 3D elastic730

lense focusing and off-plane back-scattering. All other sce-
narios in which structures vary preferentially in the source-
receiver direction are respected, as for instance wave prop-
agation through certain configurations for subduction zones,
or forward scattering of small-scale lowermost mantle struc-735

tures. Fig. 10 shows one example of lateral heterogeneities
implemented in AxiSEM, including a Large Low-Shear
Wave Velocity Province (LLSVP) (Romanowicz & Gung,
2002), an Ultra-Low Velocity Zone (ULVZ) (Rost, 2013),
and a disconnected uprising (e.g. Zhao, 2001). These vari-740

ations are sufficiently smooth to be picked up by the elemen-
tal basis functions within the spectral-element mesh (see left
panel). The inclusion of such lateral heterogeneities can be
done by functional parameterization as shown here, but also
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Fig. 11. High-frequency validation (1 Hz dominant frequency) between AxiSEM and YSpec. Top: Record section for vertical displacements
of a M4.1 event in Tonga (depth: 126 km), recorded at the stations shown on the map (bottom left) as red triangles. The background
model is PREM, including anisotropy and attenuation, and the traces are filtered between seismic frequencies of 0.1-1 Hz, i.e. at the limit of
recordable signals in global seismology. The traces from AxiSEM and Yspec are virtually indistinguishable. The zoom sections for individual
seismograms (bottom right) on P and S waves (red boxes) represent phases that traveled 500 and 1200 wavelengths, respectively. Time in
these panels is normalized to the ray-theoretical phase arrivals (Crotwell et al., 1999), and includes phase (PM) and envelope misfits (EM)
measured following Kristeková et al. (2009).

by discrete external models. Such abritrary models are incor-745

porated via KD-tree (Kennel, 2004) search for nearest neigh-
bors and interpolation, and therefore allows for any shape
and complexity. The accuracy of wave propagation through
such models is governed by the scale of heterogeneity versus
finite-element size, in that strong variations at short spatial750

scales tend to be smoothed in the discrete model.

4.5 Anisotropy

In a spherically symmetric scenario, the most complex
anisotropy is transverse isotropy with 5 independent param-
eters. In axisymmetry, we may incorporate the full elastic-755

ity tensor with triclinic symmetry and 21 independent pa-
rameters, so long as the anisotropy does not vary within
the azimuthal direction of the Fresnel zone. While logically
mandated, this theoretical fact is in itself intriguing: An in-
dividual source-receiver wave senses only anisotropic vari-760
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Fig. 12. Amplitude spectra simulated by AxiSEM and YSpec for the
PREM model (Dziewonski & Anderson, 1981) for frequencies be-
low 0.02 mHz. The time-domain solution provided by AxiSEM ex-
tended over 48-hour time series using 1.7 Million time steps. While
amplitude spectra do not exhibit issues related to numerical disper-
sion, the fit between these two different methods is remarkable.

ations within a suffiently narrow azimuthal range of sen-
sitivity. If, however, a higher complexity of anisotropy is
present but varies at a scale larger than the sensitivity of the
traveling wave, then this level of large-scale complexity is
not extractable from singular seismograms but instead repre-765

sents an effective image of the actual structure. Van Driel &
Nissen-Meyer (2014a) provide a detailed analysis and imple-
mentation strategy for anisotropic wave propagation in ax-
isymmetry, including proofs related to the multipole expan-
sion for the presence of general anisotropy in the axisymmet-770

ric environment.

4.6 Attenuation

Intrinsic attenuation or visco-elastic damping is a natural
property of bulk real-Earth structure at relevant frequency
ranges of seismic wave propagation. Although models for775

the quality factor Q (inverse damping) of the mantle show
little agreement and the origin of damping may be insepara-
bly coupled with elastic small-scale scattering, seismic atten-
uation on waveforms is a well-detected and significant phe-
nomenon. We implemented an improved methodology based780

on coarse-grain memory variables with negligible additional
computational cost compared to purely elastic wave propa-
gation. This further includes attentuative bulk and shear de-
formation, 5 relaxation mechanisms, a combined linear/non-
linear approach to identify optimal sets of parameters for the785

range of realistic Q, and analytical time stepping. Details on
this new implementation, which is applicable to any higher-
order finite-element method, are described in a separate pa-
per (Van Driel & Nissen-Meyer, 2014b).

4.7 Lack of ellipticity & rotation790

The Earth’s radius differs, depending on latitude, by up to
40 km between poles and equator. For reasons of axial sym-
metry, AxiSEM does not allow waves to propagate from a
non-polar point source through a pole-centric ellipsoid. To
account for ellipticity a posteriori, three options are sug-795

gested: 1) phase correction, 2) epicentral distance correction,
3) Born perturbation theory. Phase-specific ellipticity correc-
tions may be applied by shifting waveforms according to
predicted traveltime shifts. This is useful only if individual
phases are assessed, such as in most cases of tomography,800

and phase-specific waveform modeling. Epicentral distance
correction may be conducted by recalculating receiver coor-
dinates to account for the difference between purely spheri-
cal and ellipsoidal geometries, similar to the standard method
in traditional tomography (Kennett & Gudmundsson, 1996).805

Finally, Born theory may be applied by assuming ellipticity
(including internal interfaces) to act as a boundary perturba-
tions to the spherical model domain. This way, entire seis-
mograms are accounted for jointly. This approach has not
been implemented or tested at this point. Rotation of the po-810

lar axis can in principle be incorporate in AxiSEM, but only
for a polar source, which clearly is a rather unique case of ro-
tation. At the scale of interest where rotation comes into play
(above periods of 100 seconds), one could devise a torus-
shaped, off-axis source in case its azimuthal radiation is of815

lesser significance - as may be the case for free oscillations.
This would be a field of further study and implementation.
In summary, such effects grow into a visible and recordable
first-order concern for rather specific cases of seismic data
analysis concerned with pathological body-wave paths and820

very long-period seismology.

5 Wave-propagation applications

Our methodology and the actual code AxiSEM are
production-ready and may be used to tackle a diverse range
of applications. Here, we sketch some of these, ranging825

from basic validation against reference solutions across the
frequency spectrum, indefinite solutions to wave propaga-
tion, 3D wavefield visualization, lowermost mantle hetero-
geneities, tomographic models, comparison to recorded data,
and sensitivity kernels. All examples are deliberately discon-830

nected as a showcase for the diverse range of applications.

5.1 High-frequency body waves

Previous publications on an early version of this method
and implementation showcasted the accuracy by compari-
son against normal-mode summation (Nissen-Meyer et al.,835

2008). Normal-mode summation is difficult to achieve at
high method frequencies due to the computational cost in
generating mode catalogues, as well as numerical issues re-
lated to determining the eigenfrequencies. We use an al-
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Fig. 13. Snapshot of a 3D wavefield emanating from a strike-slip
event in Italy after 400 seconds. The background model is isotropic,
anelastic PREM, and the simulation done at a dominant period
of 10s. Note the effect of the radiation pattern on the wavefield
in 3D. Similar snapshots are automatically generated in the post-
processing of AxiSEM. A movie is available as supplementary ma-
terial.

ternative frequency-domain reference solution YSpec (Al-840

Attar & Woodhouse, 2008) capable of covering the entire
relevant frequency band from 0.001 Hz to 1 Hz. Fig. (11)
shows a record section and some details for both AxiSEM
and YSpec modeling results in an anisotropic, visco-elastic
PREM model for a Tonga event at 126 km depth, simulated at845

a dominant frequency of 1 Hz, i.e. at the limit of teleseismic
detection of body waves. The fit is excellent for all phases
and distances; the two solutions are indistinguishable almost
everywhere out to 1600 propagated wavelengths. Minor dif-
ferences are amplitude differences, and most probably due850

to a cut-off in the summation done in YSpec. To our knowl-
edge, this is the first accurate validation of two completely
independent methods for anisotropic, viscoelastic media at
such high resolution.

5.2 Free Oscillations855

At the grave end of the spectrum, free oscillations dominate
and have revealed a great deal about Earth’s internal struc-
ture, in particular the Earth’s density structure (Dahlen &
Tromp, 1998). We strive to provide a numerical method ap-
plicable to wave propagation across the observable frequency860

band. We thus compare amplitude spectra stemming from
AxiSEM in a simulation over 48 hours, 1.7 Million time
steps, against YSpec in Fig. (12). The fit is again excellent,
which is not trivial considering that time-domain numerical
methods are exposed to steadily growing numerical disper-865

sion errors with increasing numbers of propagated cycles.

To the best of our knowledge, this is the first direct bench-
mark between time- and frequency-domain methods for free
oscillations of the Earth, even if for a spherically symmet-
ric, non-rotating, non-gravitating Earth model. Phase spec-870

tra, which may be more informative for actual studies with
normal modes, are shown in (Van Driel & Nissen-Meyer,
2014a).

5.3 Instantaneous forward solutions

The reduced dimensionality of AxiSEM opens doors to sim-875

ulating the entire response due to a given background model
once-and-for-all, for all possible source-receiver choices.
This seemingly daunting task is rendered tractable by the ro-
tational properties of the displacement vector eq. (2), such
that seismograms only need to be stored along the distance880

range 0−180◦ for sources at a range of depths. This is com-
putable. The remaining problem lies in deciding on a discrete
sampling for source depth and receiver spacing to mimic con-
tinuous coverage. In the case of depths, this may be defined
upon depth uncertainties in different earthquake catalogues,885

and in the case of receivers by choosing the closest or inter-
polating upon epicentral distance uncertainty levels.

The computation of such a once-and-for-all solution can
be conducted by taking into account the reciprocity of the
Green’s function, resulting in only two simulations: one890

with a vertical and one with a horizontal single force, upon
which the strain tensor needs to be stored for all realis-
tic earthquake depths 0–660 km at all distances. This reci-
procity shortcut is fueled by the fact that AxiSEM carries the
full 3D wavefield automatically, as opposed to reflectivity,895

DSM, Yspec or normal-modes solutions for which the num-
ber of saved seismogram locations factors into the computa-
tional cost. The problem is thereby shifted from CPU-time
to hard-drive storage. The permanent storage for the entire
parameter space spanning all source-earthquake configura-900

tions and several Earth models is feasible (tens of Terabytes).
Queries to such databases (such as a record section of ar-
bitrary source-receiver geometries, filters, source-time func-
tions, and a range of spherically symmetric Earth models),
can be completed within minutes by means of the same kind905

of post-processing as done upon the AxiSEM code. This can
be tremendously beneficial in studies that need to sample a
large range of parameters such as source inversion problems,
especially in a probabilistic framework (Stähler & Sigloch,
2013).910

5.4 Wavefield visualization

Most of the applications in this section, as well as in the
literature, rely upon seismogram analysis. However, one of
the major benefits of this method is the availability of the
full global 3D space-time wavefield, for both research and915

teaching purposes (Thorne et al., 2013). This is possible only
due to the collapse to 2D at run-time and the convenience of
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Fig. 14. A forensic application of AxiSEM on the in-plane detectability of an azimuthally invariant representation of two adjacent structures:
A “ULVZ” near a “LLSVP” (see model in Fig. 10). Left: Seismograms for a model with a ULVZ as in Fig. 10 (red traces), and one exactly
the same but without the ULVZ (black traces). The underlying Earth model is isotropic PREM (Dziewonski & Anderson, 1981), dominant
period 2s. The N -displacement record sections are at considerably large epicentral distance ranges. Right: Wavefield snapshot of the same
simulation with ULVZ, at time 604 seconds. Blue quadrants denote those parts of the wavefield that are most affected by the presence of the
ULVZ (in comparison to a similar plot for the simulation without ULVZ).

on-the-fly extraction of the 3D radiation upon azimuthal fac-
tors. In practice, this means that one may save the entire 2D
wavefield in space and time, and then subsequently decide920

on any moment tensor, summation, source-receiver geome-
try, and rendering choices. Fig. 13 depicts a snapshot of a
typical simulation of a strike-slip event in Italy with a domi-
nant period of 10s and isotropic, anelastic PREM background
model. Note the characteristic dispersion in the surface wave925

train, the large amplitudes in the PP phase, and the 3D radi-
ation pattern. A movie of this setting is available in the sup-
plementary material. Such visualization may offer comple-
mentary insight into complex propagation patterns beyond
singular trace analysis, in particular as they can be devised as930

differential wavefields for diagnostic purposes in tracing the
influence of changes in model parameters.

5.5 Wave propagation through in-plane heterogeneities

As mentioned in Section 4.4, we may readily insert lateral
heterogeneities and compute 3D wavefields upon those torus-935

like structures. To neglect the imprint of the torus-shaped
azimuthal invariance, seismic frequencies should be chosen
such that they represent local wavelengths that are smaller
than the expected azimuthal extent of a 3D heterogeneity
to be modeled. In the regime of 1 Hz, this is warranted940

for a number of examples, and various lowermost mantle
structures have been studied and constrained by waveform
modelling for decades (e.g. Igel & Weber, 1996; Cottaar &
Romanowicz, 2013). Constraining geometry and structural

composition of these features is crucial for understanding the945

thermo-chemical, dynamical regime of the Earth’s deep inte-
rior. In many previous applications, such structures have been
modelled as azimuthally invariant with source-receiver-plane
heterogeneity using approximations at frequencies below
0.07 Hz to study core-mantle boundary scattering (Thomas950

et al., 2000), D” layer (Thorne et al., 2007), and LLSVP
structure (Sun et al., 2007). Fig. 14 displays seismograms and
wavefield snapshots for the model in Fig. 10. The record sec-
tions highlight phases and distances at which the existence
of a ULVZ may be tested, possibly with array methods and955

stacking. The wavefield snapshots represent a complemen-
tary diagnostic for differential studies, from which the most
significant imprints can be traced back to the surface, affect-
ing phases such as PcP , ScS, and SPKS.

Modeling of such lateral heterogeneities taps into a regime960

of wave propagation that offers a grasp of wave effects at
resolution and computational cost that is difficult to achieve
with alternative methods. Users should however, as always,
be cautioned to recognize the structural assumptions imposed
on such in-plane features: These may either approximate ac-965

tual 3D structures well (if the above-mentioned scale separa-
tion is warranted), or act as an upper bound of waveform ef-
fects (by means of azimuthal overestimation), but conversely
they may also neglect elastic focusing and thus underestimate
3D effects.970
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Fig. 15. Modelling 3D wave propagation through a 2.5D version of tomographic model S40RTS (Ritsema et al., 2011) (bottom left) for
an event near Antarctica (left top). Right: Seismograms filtered at 10s from the receivers denoted on the cross section (bottom left) for 1D
model, 2.5D tomographic model, and SPECFEM3D GLOBE synthetics through S40RTS and CRUST2.0 (Bassin et al., 2000), aligned with
the P -wave arrival time.

5.6 Tomographic models

Global models derived from tomography can also be ap-
proximated by an in-plane rendition with AxiSEM, in that
they usually deviate only mildly and smoothly from spher-
ically symmetric Earth models. Just as in the previous ex-975

ample, wavefield effects captured by this methodology are
those that obey forward scattering, whereas true 3D-medium
effects such as off-plane scattering are neglected. Of course,
this azimuthal invariance does not represent our nature’s di-
mensionality, but mimics a substantial sub-set of those data980

that are actually used for waveform modeling or tomogra-
phy rather well and at a cost many orders of magnitude be-
low that of simulating a 3D domain. This can be seen in
Fig. 15, a comparison between synthetic modeling through a
PREM, an in-plane collapse of tomographic model S40RTS985

(Ritsema et al., 2011), and SPECFEM3D GLOBE synthet-
ics for S40RTS and CRUST2.0 (Bassin et al., 2000). As seen
by the waveforms in Fig. 15, many phases are largely insen-
sitive to the added complexity in these models, partly due
to the smooth nature of tomographic models (as mandated990

by their inversion technique). Direct body waves and other
early arrivals barely notice the different models, whereas
later arrivals and surface waves exhibit considerable differ-
ences, most of which can be attributed to the crustal layer.
The overall imprint of crustal variations overrides that of995

the tomographic model. The neglected effects such as 3D

back-scattering may indeed not contribute all that signifi-
cantly to resultant seismograms, but this is subject to further
parameter-space studies. In general, this provides an efficient
new approach should one wish to validate different tomo-1000

graphic models within a synthetic exercise, or modify local
properties for a given source-receiver geometry. The actual
incorporation of tomographic models is trivial in AxiSEM
for any model that is given by discrete cartesian, spherical
grids, or spherical harmonics.1005

5.7 Relating to data

The ultimate raison d’être of any seismic modeling is its ca-
pability to relate to actual observed data, at least in some
useful fraction of the generally impenetrable overall param-
eter space. Here, we showcase a comparison of waveforms1010

at considerably high resolution (5 seconds) to observed data.
This resolution is at the cutting edge of supercomputing with
3D methods (see Fig. 1), at a frequency range applicable to
tomography, and also interesting for waveform modeling of
relatively small-scale features in the lower mantle. The map1015

(top right) shows the event and station locations (red trian-
gles for PKiKP , blue for Pdiff ). Filtering has been ap-
plied at 5–15 seconds (top), and 15–45 seconds. In the lat-
ter case, we included SPECFEM3D GLOBE synthetics for
the S362ANI tomographic model (Kustowski et al., 2008)1020

and CRUST2.0 (Bassin et al., 2000) which are accurate to
about 17 seconds (Tromp et al., 2010). AxiSEM synthetics
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are based on an inverted moment tensor and depth, whereas
SPECFEM3D GLOBE synthetics are taken from the IRIS
database, i.e. calculated for GCMT. All synthetics have been1025

convolved with an inverted source-time function. The phases
have been aligned by frequency-dependent cross-correlation,
forming the basis for tomographic inversions. The waveform
differences between all three traces fall within a feasible
range of conducting waveform tomography. The timeshifts1030

based on the 13 Pdiff and 6 PKiKP measurements are:

filter [s] method ∆t(Pdiff)[s] ∆t(PKiKP)[s]
5− 15 AxiSEM 2.5 (σ2 = 0.99) 2.3 (σ2 = 0.5)
15− 45 AxiSEM 4.0 (σ2 = 0.89) 3.4 (σ2 = 0.3)
15− 45 SPECFEM 3.7 (σ2 = 0.6) 6.0 (σ2 = 0.37)

Such comparisons include (as per usual) inevitable differ-
ences in processing such as event origin time and location,
source time function. However, it is noteworthy to recognize1035

the waveform similarity confirming that wave propagation
in spherically symmetric Earth models provides an excellent
basis for broadband waveform tomography, in particular in
the regime of periods below 10 seconds.

5.8 Wavefield sensitivity kernels1040

As a final example, we present the essential and possibly
most intriguing application to time- and frequency dependent
sensitivity kernels (Nissen-Meyer et al., 2007a). The ability
to store entire space-time wavefields from AxiSEM makes
it principally trivial to compute time-dependent sensitivity1045

kernels as a comprehensive basis for mapping seismograms
to Earth structure, and thus the model-to-data operator for
the tomographic inverse problem (Fuji et al., 2012; Colombi
et al., 2014). As such, it logically extends existent ray-based
or finite-frequency tomographies (which were based on ap-1050

proximate physics) by incorporating complete seismograms,
arbitrary time- and frequency-windows as well as arbitrary
wave effects such as triplicated phases from the mantle tran-
sition zone (Stähler et al., 2012), core-mantle diffraction
(Colombi et al., 2012), or caustics. Fig. (17) shows a sensi-1055

tivity kernel for cross-correlation traveltimes with respect to
compressional wavespeeds. This was computed with wave-
fields from AxiSEM, by time-integrating the velocity wave-
form of dominant seismic period 10 s within a 20 s time
window around the P -wave arrival time at 90◦ epicentral dis-1060

tance. The kernel exhibits considerable heterogeneity (partly
due to saturated colorscales to highlight its complexity), no-
tably missing the “donut-hole” that is present for pure P -
wave kernels (Hung et al., 2000). This stems from the fact
that our wavefield-based approach honors the large time win-1065

dow, which obscurs the purity of phase-based approaches,
but correctly represents the measurement corresponding to
the time window. Time-dependent sensitivity (i.e. without in-
tegrating over the time window) is useful not only as a basis
for tomography, but also in a forensic sense to detect faint1070

signals of sensitivity due to a given region or structure. Note

that the (separate) calculation of sensitivity kernels is not part
of the AxiSEM release, but will be added in the future as a
separate package.

6 Conclusions1075

This paper presents a mature method and implementation
for global seismic wave propagation across the seismic fre-
quency spectrum by means of a diverse range of applications.
It describes crucial extensions with respect to the initial pa-
pers (Nissen-Meyer et al., 2007b, 2008) such as the inclu-1080

sion of anisotropy, attenuation, lateral heterogeneities, finite
sources, the basis for sensitivity kernels, and innovative vi-
sualization. The method is, to our knowledge, the first time-
domain local numerical method successfully benchmarked
against independent solutions across the entire frequency1085

band recorded in global seismology, and exhibits excellent
scaling on large multi-core systems. The code offers a di-
verse range of realistic applications in forward and inverse
modeling and showcases promising comparisons to recorded
data. The moderate computational cost allows for reaching1090

any desirable frequency with moderate resources, and stor-
age of full space-time wavefields for sensitivity kernels.

The presented methodology is most accurate, efficient
and useful in parameter regimes which are quite com-
plementary to well-established, mature methods such as1095

normal-mode summation (low-frequency seismology), 3D
numerical methods (with local basis functions) such as
SPECFEM3D GLOBE (3D Earth models at intermediate
frequencies), and asymptotic ray theory (high-frequency
regime with potentially complex wavespeeds). As with any1100

method, the realm of validity for AxiSEM is limited, ap-
proximative and blurred, and any application must be un-
dertaken with caution despite the excellent and robust vali-
dation shown here and with the actual code available from
http://www.axisem.info. This parameter space promises a di-1105

verse range of applications which were previously inconve-
nient, inexact, or unattainable due to limited computational
resources or methodologies. Specifically, the main factor at-
tributed to its efficiency in a 2D computational domain is the
availability of space-time wavefields for axisymmetric, vis-1110

coelastic anisotropic media and realistic earthquake sources.
We have touched upon a few key applications, far and

away from explaining or validating each one of them. Rather,
the purpose of this paper is to present a new open-source
methodology and scan its usability specifically in those di-1115

rections that we deem most benefitting from this modeling
tool. Details on specific applications and implementation are
found in other publications to be submitted, and the state of
reliable features in the code should always be consulted in its
concurrent manual.1120

All limitations of the methodology are by construction re-
lated to the existence of the symmetry axis, which mainly
translates into neglecting true 3D media (effects such as 3D
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Fig. 16. A comparison of AxiSEM synthetics with recorded data and SPECFEM3D GLOBE synthetics (Tromp et al., 2010) for a Mw7.5
2009 event in Southern Sumatra at 82km depth. Top right: Event-station distribution, where red triangles are for core-phase PKiKP, blue
for CMB-diffracted phase Pdiff. Left: Pdiff synthetics and observed data filtered at 5-15 seconds (top), and 15–45 seconds (bottom). In the
latter case, SPECFEM3D GLOBE synthetics are included which are accurate down to 17 seconds. Bottom right: The same for PKiKIP.
AxiSEM synthetics are simulated through a viscoelastic, anisotropic PREM model, SPECFEM3D GLOBE synthetics through the S362ANI
tomographic model (Kustowski et al., 2008), and both sets are shifted by cross-correlation traveltimes to align with the respective phases
(left: Pdiff, right: PKiKP). Traveltime shifts are about 2-6 seconds (see main text).

off-plane scattering and focusing) and realistic Earth rota-
tion. All other limitations (lack of ocean layer, gravity and1125

topography) mentioned here or in the code reflect the current
stage of the algorithm, but pose no fundamental restriction.

6.1 Future additions

Current and future extensions of the presented methodol-
ogy include low-frequency effects like gravitation (Chaljub1130

& Valette, 2004), internal and external topography, and a
local-scale version of the method. Sensitivity kernels upon
AxiSEM also deliver the basis for scattering solutions to
wave propagation, which may then allow for considering
mild effects of 3D (Born) scattering, which can be applied1135

to both 3D volumetric and boundary topography. AxiSEM-
generated wavefields may also be injected into a small 3D
box of local 3D heterogeneities in a hybrid sense (Tong et al.,
2013). This will allow for the consideration of teleseismic
wavefields to locally travel through 3D heterogeneities (Mas-1140

son et al., 2013), for instance beneath a dense seismic array
above a tectonically active region such as USArray in West-
ern USA or the Pyrenees (Monteiller et al., 2012). It may

further be useful to attempt a cost-accuracy benefit analysis
across various wave-propagation codes which cover a sensi-1145

ble overlapping parameter space. This is a non-trivial task, as
efficiency highly depends on the actual problem at hand (fre-
quency range, distance range, number of sources, number of
receivers, multi-scale models, source complexity, solid-fluid
domains etc).1150
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Fig. 17. A sensitivity kernel computed with wavefields from
AxiSEM, time-integrated (time window: 20 s) over the arrival of the
direct P-wave at 90◦ distance for a dominant period of 10 s. This de-
notes the “region of influence” in which this particular time-window
in the seismogram may “see” compressional structure which devi-
ates from the background model. Such kernels are not only the basis
for waveform tomography, but may also aid in identifying obscure
arrivals in the seismogram.

balls, manual etc): http://www.axisem.info, and development of the1165

code takes place on GitHub, the latest version can be downloaded
under Linux or MacOS with the terminal command:

git clone https://github.com/geodynamics/axisem.git
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