Dear Editor and authors,

I have read the manuscript Failure criteria for porous dome rocks and lavas: a study of Mt. Unzen,
Japan with great interest. By way of a targeted experimental campaign, Coats et al. map

out the failure conditions for suites of variably-porous crystalline andesite as a function of different
temperatures and strain rates. The conclusion of the study is an empirical threshold for the

failure of these materials derived from their data.

The article is assiduous and well written, the experimental protocol appears rigorous, and the study
yields a wealth of interesting new data. Overall, this article represents a commendable

research effort from the authors. Where the authors perhaps do themselves a disservice is in the
analysis of their data, which could be more comprehensive. Below | outline minor

comments or concerns that | feel the authors should address or clarify. Pending these changes, |
recommend this article for publication in Solid Earth.

Yours faithfully,
Jamie Farquharson

(Please forgive the clumsy formatting, | was forced to write this report on my phone)

Lines 39-56: Sparks (1997) is highly relevant to this study, and is a surprising omission here.

Sparks (1997) The causes and consequences of pressurisation in lavas done eruptions. Earth and
Planetary Science Letters 150(3-4): 177-189

- We thank the reviewer for bringing this to our attention and have added the reference in question, an
oversight given its relevance to the fundamentals to this study.

Line 66: how do the authors define the "temperature range of interest"?

- Webb and Dingwell (1989) compiled a large dataset of elastic modulus at infinite frequency, G, for
silicate melts and many other compounds, over a range of temperatures. Previous studies found that
G ranges from 5 to 42 GPa at room temperature for glasses with silica contents ranging between 5-
99 mole% (Bansal and Doremus, 1986), and at temperatures between 400 and 1600 °C, G.,= 33 GPa
+ 5% (Bucaro and Dardy, 1974). Webb and Dingwell (1989) added data to find that for silicate melts
and glasses, Go,ranges between 3.2 and 32 GPa and thus can be approximated at 101%% as it only
weakly varies with temperature (unlike viscosity). This brings an important simplification to the
modelling of viscoelastic melts, which has been pivotal in its integration to volcanology. Therefore,
we can assume G, = 10'%5for all silicate melts (and glasses) at ~20-1600 °C, which extends beyond
the temperature range of most (contemporaneous) volcanic systems reported in the literature. Hence,
the “temperature range of interest” is all volcanic temperatures.

Line 101: it might be useful to provide the equation for Ca here.

- The paragraph details our knowledge of complex lavas (such as dome lavas) containing crystals and
bubbles. The capillary number is highly relevant in aphyric lavas, but in the lavas discussed here, it
remains to be adapted, which is beyond the scope of this study. Hence, we wish not to introduce the
equation here and believe a qualitative description is sufficient.

Lines 134-144, and elsewhere: the authors describe two inclusion models which they highlight may
explain their data: the pore-emanating crack model of Sammis and Ashby, and the sliding

wing crack model of Ashby and Sammis. However, the authors do not go on to employ either of these
models subsequently. As | intimated previously, it seems something of a shame that

there is not a more involved analysis of these data. Analytical solutions for both these models are
provided by Zhu et al. 2010 JGR and Baud et al. 2014 1JRMS, respectively. Previous

authors have utilised one or other in order to describe the failure behavior of volcanic materials or
analogues, for example Zhu et al. 2011 JGR (for tuffs), Vasseur et al. 2013 GRL (sintered



-We thank Dr Farguharson for his detailed comments. Indeed, we had previously investigated the
comparison of our data with the pore and wing-crack models but had excluded it from the results
based on the assumptions of parameters we had to make in fitting the wing crack model. However, as
the reviewer asked for this data we felt it important to extend our analysis. The following has been
added to the manuscript in section 1.3:

An analytical estimation of this model was derived by Zhu et al., (2010) to estimate the uniaxial

compressive stress (a) of a sample, with an average pore radius (r), as a function of its porosity (¢)

and the fracture toughness (K;c):
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The analytical approximation for this model was developed by Baud et al., (2014):
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where u is the friction coefficient of the crack, c is the half-length of a pre—existing crack, and Dy, is
an initial damage parameter (which takes into consideration the number of cracks per unit area and
their angle with respect to the principal stress).

And the following in section 4.1.2:

The uniaxial compressive strength was calculated for the samples for both the pore—emanating crack
model of Sammis & Ashby (1986) (Eqg. 3) and the sliding wing crack model of Ashby & Sammis
(1990) (Eq. 4). For the former, the uniaxial compressive strength was calculated With varying values

of K’C from 5 MPa to 25 MPa (Fig. 11). For the latter, approximate values for ”’J_ and D, were

taken from Table 3 in Paterson and Wong (2005) as 0.51, 20-30 MPa and 0.3-44, respectively. This
gave a range of estimated strength between 54 and 90 MPa (Fig. 11). At higher porosities, > 0.25, the

pore—emanating crack model with Xic — 5 10 MPa seems to fit the data well, whereas for most rocks

Vrr
with porosities of 0.12-0.2 5£ = 10-15 MPa is a better fit. This could be explained by a decrease in

Kic
Var
heterogeneous and pore radius variability is high we cannot observe this (Figure 3). For the densest

rocks in the study (~0.08-0.12), the UCS data would suggest yet a hlgher K’C of 20-25 MPa. The

pore—emanating crack model could explain this switch in behaviour if there Was a fundamental
change in pore radius. However, the switch could also be explained by a transition in failure
mechanism from pore—emanating cracks to wing cracks, meaning the wing—crack model would be
more applicable. Alternatively, it may be a complex combination of the two. Although the solutions to
the sliding wing—crack model are non-unique, as there are few experimentally constrained
parameters, when combined with information gained from the pore structures (Fig. 3), the results of
the modelling presented (Fig. 11) give us an insight into the dominant micromechanical failure mode
of our samples. It is likely that the complex pore structures of these lavas, generated by a combination
of vesiculation, deformation and cooling-driven contraction require an as-yet undefined combination
of the two models. The weighting towards one or the other, however indicates that for the higher
porosity specimens the behaviour of failure could be described using the pore—emanating crack model

the pore radius at these porosities, leading to higher values of though, as the samples are



of Sammis & Ashby (1986), whereas in the lower porosity samples deformed in uniaxial compression,
the main failure mechanism is explained by the sliding wing—crack model of Ashby & Sammis (1990).

The following figure and caption were also added to the manuscript as new Figure 11:
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Figure 11 The measured uniaxial compressive strength (UCS) for the samples (mechanical data) plotted against

contours for various UCS calculated from the pore-emanating crack model with different values (5—25 MPa) for %

The range of UCS given by the wing-crack model is also plotted as a shaded region. The data are cross-cut by the
contours, suggesting a change in the dominant porous structure. At porosities > 0.25 the UCS given by the pore-
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emanating crack model with N 5-10 MPa seems to fit the data well. For porosities ranging from 0.12—0.2 the UCS

given by the pore-emanating crack model with % = 10—15 MPa encloses the data. The UCS for the densest rocks in

the study (~0.08—0.12) would suggest yet a higher % of 20—25 MPa. For Porosities < 0.1 the UCS given by the wing—

crack model is similar to the mechanical data (¢ = 54.2—89.7 MPa).

-We thank the reviewer for this comment and agree the definition between cold lava and

high temperature lava was unclear at certain points in the manuscript. We have edited the manuscript
with the following note: ‘[note: From here, samples deformed at high temperature will be defined as
lavas, and those tested at room temperature as rocks].’

-We have now added that: The mechanism of movement is thought to be down-slope advancement to
the East (Matsushima and Takagi, 2000).



-1t is a change of 1 vol.%. We have changed the manuscript to read 0.01 in place of 1%, in line with
the method of reporting porosity used throughout the manuscript (e.g. Table 1). We have also noted
this change elsewhere in the manuscript so that porosities are reported as a fraction. Where crystals
are concerned we have reported these as vol.%

-The software used to run the scripts was MATLAB. A version of the script is now freely available on
Github (https://doi.org/10.5281/zen0do.1287237). This has now been made clear in the manuscript.

-We agree it seems counter intuitive, but the difference is very small: a matter of 0.01-0.02
unconnected pores. We attribute this to the presence of more small, isolated pores in the high porosity
samples than in the low porosity samples. We also note that the porosity range of our rocks is
considerably smaller (0.09-0.32) than Farquharson et al., (2015) (0.025-0.73) and Collombier et al.,
(2017) (~0.0-1.0), and so note that we are not evaluating the same range as these other studies. Our
‘high porosity’ samples could be considered low porosity in comparison to these other studies and so
a comparison cannot be clearly drawn.

-We thank the reviewer for bringing this to our attention and agree the text would be clearer if the
polymorph was referred to as a silica polymorph. The manuscript and Figure 3 have been edited in
accordance with this.

- We refer Dr Farquharson to the supplementary data, S5. Thermo-mechanical analysis (TMA) of the
Mt. Unzen dome rock shows thermal expansion upon heating until the softening point of the material.
We also refer him to lines 503-506 in the original manuscript (“A recent study by Eggertsson et al., in
review, found that the strength and porosity of samples that hosted microfractures (like Mt. Unzen
dome rock) were not affected by thermal stressing, while those that showed a trivial fraction of pre-
existing micro-fractures were more significantly influenced through thermal stressing and as a result
became more permeable.”). In accordance with Eggertsson et al., (2018), as our samples contained a
pre-existing network of microfractures they were not readily fractured by thermal expansion and
contraction.

We also would like to point out that samples containing cristobalite, UNZ-13 (see Figure 3), were not
tested at high temperature nor thermally stressed to avoid adding effects of mineralogical reactions in
this study that would not be relevant in the lava dome setting — i.e. the cristobalite post-dates high-
temperature emplacement. We also would like to state that the heating and cooling rates used (4
°C.mint) were low enough to limit the differential expansion of the samples (that is, caused by
temperature gradients across the samples, which also contribute to thermal cracking and which are not
always considered independently from differential expansion of the constituent phases).



- No, the rock stiffness (i.e. Young’s Modulus) does not increase with thermal stressing, it in fact
decreases (Figure 9c and lines 479-498, original manuscript). We attribute the initial convex portion
of the stress-strain curves to the closure of microcracks perpendicular and sub-parallel to the principal
stress (as in Heap et al., 2014, JGR). This initial section of the stress-strain curve is more pronounced
in the case of the thermally stressed samples (Figure 4c), indicating that either 1) the width of pre-
existing macro-fractures increased or that 2) more microfractures (generated by thermal stressing) are
available to close; however, the porosity determined from post-thermal stressing pycnometric
measurements suggests that no micro-fracturing took place. We suggest that thermal stressing did
indeed slightly modify the network of micro-fractures but on too-small a scale to affect the UCS and
pycnometry results. The manuscript has been edited to highlight this observation and changes have
been made to section 3.2.1.

- We have amended this throughout, as previously mentioned.

-These typos have now been corrected in the manuscript.

-We have added analysis of these micromechanical models; see reply to comments above.

- Here the reviewer is referring to the statement “This suggests that these samples are stiffer than the
other specimens tested, and indeed those experiments reached unusually high peak stresses at
relatively low strains to failure.”, which is discussing samples UNZ-2 and UNZ-13. We looked at the
thin section of UNZ-13 and conclude that the pore anisotropy may indeed contribute. Here the pores
are preferentially aligned toward the principal stress direction (Fig.3) and so this is a likely case for
stiffening. The manuscript has been amended at this line and in the conclusions section, see the
reviewer’s comment below. For UNZ-2 it is possible that these vesicles had a pore anisotropy that
could have led to minor strengthening and an increase in stiffness, like that seen by Bubeck et al.
(2017) and Griffiths et al. (2017). Yet, our investigation was not sufficient to constrain and explicitly
state this as fact.

-The reviewer is referring to the following statement “In addition, thermally stressed samples have
slightly lower (~ 0.5-1.5 GPa) Young’s Moduli than their unstressed equivalents, as previously noted
in dacites from Mt. St. Helens (Kendrick et al., 2013a). This highlights a potential change in

porosity distribution that was not recognised by other means (e.g. total porosity, strength).”

The decrease in Young’s Modulus is very slight, therefore information on pore size distribution or
pore anisotropy, e.g. from a thin section, is unlikely to help in explaining this decrease. As the
samples are very heterogenous any change in pore behaviour would be difficult to quantify as the
change would be expected to be small and comparing the exact material before and after thermal
stressing is not possible in thin section. This would rely on pre and post stressing CT scans which are
time consuming and would likely provided reconstruction with spatial resolution too low to accurately
distinguish slight pore morphology changes. Hence, the most sensitive measure of change we have is
the pycnometry — which as stated previously, did not indicate any change — and the mechanical data
which shows a decrease in Young’s modulus.



-We regret the oversight in not citing this article and have now added it to the manuscript.

-With regards to the units of Equation 11, the equation balances if constant k has units of MPa.s'2, as
shown below:

o(MPa) = k (MPa.sl/Z).éobs(s‘l)bzl/z

In the Wadsworth et al. 2017 chapter, only the single or two-phase cases are discussed. Within this
chapter, the equation for the Deborah number is only given for a two-phase, crystal-bearing medium
(Equation 3, Wadsworth et al., 2017). Here we are working with a three-phase medium, for which no
models exist and thus an empirical approach must be adopted. For the sake of this argument, if we
assume that the material from Mt. Unzen is a two-phase, crystal-bearing medium we can use Figure 2
in Wadsworth et al., (2017) to calculate the critical Deborah number expected. Given that the Unzen
material has a crystal content,¢,., (microlites+phenocrysts) of ~0.75 we can use this to find the critical
Deborah number if no bubbles were present. To find this critical value, the maximum packing
fraction, ¢,,, also has to be known. As ¢,, is defined as “the volume fraction of particles beyond
which there is no space remaining which would accommodate further particles” (Mader et., 2013), it
is clear from thin section and SEM images that our material has not yet reached ¢,,, (see Fig. 3).
Therefore, it can be assumed that for the Mt. Unzen material investigated here, ¢,, = 0.76 — 0.99,

and ::—" =0.76-0.99. According to Figure 2 in Wadsworth et al. (2017), this range gives the range of

m
critical Deborah number as 9.9x10°-7.6x10. Therefore, our estimation of the critical Deborah
number of the dense material as 9.4x10° -6.6 x10* is a very reasonable one indeed.
The method used in this manuscript to find the Deborah number and then critical Deborah numbers is
empirical but, as well as giving a working solution to find the Deborah number for a three-phase
material, it shows that there is a reduction in critical Deborah number due to the addition of particles
and also provides a linear relationship for the critical Deborah number and the addition of pores. This
study is a novel, first-step approach into characterising the De number and failure constraints on real,
volcanic samples using mechanical testing data.

-For clarity, we have changed the exp subscript to obs to stand for observation in line with the symbol
for observation time tobs.

-Yes, this has now be changed in the manuscript.



-We thank the reviewer for pointing out this typo. The correct k and b values were those written
within the manuscript. These values shifted due to an addition of data to the plot. We have now added
the standard error of estimate for these values to the plot to show the variation of k and b.

-We believe the reviewers confusion lies with the presentation of the equations, Equation 8 has now

been edited from;
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to:
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(now Equation 9)
And Equation 9 from:
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to:
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(now Equation 10)

De =

To get to Equation 11 from Equation 9 a substitution is made for &,,¢, which from Equation 10 is
. 1
Eobs = (%) /b-

(now Equation 11)

-The reviewer is referring to conclusion 3: The orientation of a vesicle may not necessarily have a
discerning control on the strength of a rock, however it does have an influence on the strains reached at
failure and, as such, the Young’s Modulus. Here we agree with the reviewer and this point has now
been removed as a key conclusion, in light of the discussion regarding anisotropy in the reply to an
earlier reviewer comment above made regarding line 470. The manuscript has also been edited to reflect
this change.

-We thank the reviewer for his keen eye and have clarified the figure accordingly.

-As the stress (which is proportional to viscosity) is plotted against strain rate on Figure 12b
(previously Figure 10a). The b-value obtained from the curve in Fig 12b is 0.5 which matched the
values obtained from previous studies on crystalline dome material (Caricchi et al., 2007; Lavallée et
al., 2007, 2012), therefore we feel that there is no more information to be gained by alternative plots.



-We thank the reviewer for highlighting this point which has spurred a number of changes (also in light
of reviewer 2’s comments). We now refer the reviewer to the revised Figure 12 and additional
manuscript changes which have been edited to show two separate transitional regimes: viscous-
dominated and brittle-dominated. Figure 12 shows clearly the evolution of failure and at which critical
Deborah numbers this occurs. Figure 12¢ shows the standard error of estimate windows of this data and
their R? values.

For a non-porous material, the data suggest the Critical Deborah number would lie between De. =1x10
4-6.6x10%. This is approximately two orders of magnitude lower than that reported by Webb and
Dingwell (1989), which we attribute to the high crystal content as crystals also decrease this critical
Deborah number (Cordonnier et al., 2012; Wadsworth et al., 2017), see also the reply to reviewer’s
comments on lines 535-560 of the manuscript.

For the porosity range of material tested herein, we expect the critical Deborah number to follow a
linear trend as shown in Figure 12c.



