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Reply letter

1 Response to Reviewer #1: Bradford Foley

Review of “On the self-regulating e↵ect of grain size evolution in mantle con-
vection models: Application to thermo-chemical piles” by Schierjott, Rozel,
and Tackley

General comments:

This paper presents 2-D numerical convection models that include grain size
evolution, to model the long term evolution of thermochemical piles at the
base of Earth’s mantle. In particular, the paper focuses on the e↵ects of a
composite rheology that includes dislocation and di↵usion creep as well as
a formulation for grain size evolution, to assess how grain size evolution in-
fluences the dynamics of the piles. The main findings are that grain size in
the piles is relatively self-regulating, following a long-term trend as a result
of mantle cooling and changes in the typical stress strain rate within the
piles. Large episodic overturns lead to significant decreases in pile grain size
and viscosity, but grain size quickly returns to the previous state once the
overturn is over. Another important finding is that although warm temper-
atures in the piles lead to grain growth, this grain growth is limited by the
background rate of deformational work in the piles, such that piles do not
become very sti↵ and resistant to being pushed around the CMB by sub-
ducting slabs. I find the findings to be interesting and worthy of publication,
and the science overall is sound. I do think some moderate revision is needed
to more clearly highlight and demonstrate the main scientific findings, and
address a few minor technical issues as well.

Specific comments:

1. This paper could be significantly improved by more clearly organizing it
around central scientific questions being answered or hypotheses being tested.
As of now it reads like more of a description of model results, without much
direction beyond ”what happens when we include grain size evolution.” I
have a couple suggestions for this:
A) Whether pile grain size can increase and allow the piles to become rheo-
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logically sti↵, and therefore anchored at the CMB, is an interesting question,
and could be looked into more thoroughly. The paper indicates that this is
not the case, as the pile grain growth is limited and downwellings impact-
ing the piles cause the piles to be rheologically weakened. This raises some
questions that could be explored in more detail: What is it that prevents
the piles from sti↵ening? Is there internal convection that supplies enough
deformational work to keep grain size from growing too much? Is it down-
wellings hitting the piles that cause the stress/deformational work that keeps
grain size from growing drastically? Likewise, during major overturns where
there is significant weakening and grain size reduction of the piles, it would
be useful to show the rate of deformational work in this instance.
Indeed we had a hard time deciding how to present the results of our study.
We first formulated several scientific questions but obtained a very compli-
cated structure with redundancies. In the end we decided to first o↵er a
global presentation of the fields, followed by 0D averages for each convection
regime, 1D profiles ordered by convection regimes, and only then attempt to
answer scientific questions.
Thus, we do not think that, at this point, changing the structure of the paper
through minor revisions would help in clarifying scientific questions. How-
ever, we do answer your points in the Discussion section, where clarifications
fit well into the design of the paper.
In short, we answer the following scientific questions (also in the paper):

• Ambient mantle mechanical conditions (stress and strain rate) reach
and propagate through the thermo-mechanical piles. In other words,
we find that the piles are not mechanically decoupled from the mantle.
Therefore, the idea that the piles can be much stronger than the man-
tle is not supported by our results. This regime might exist, we just
did not observe it in our simulation using experimental (reasonable)
coe�cients. Moreover, this means that the viscosity of the piles does
change with the convection regime as stress and strain rates vary.

• Yes convection stresses keep the grains from growing too large. This is
shown in figure 3 (equilibrium grain size vs time), Eq. 16 and discussed
in section 3.4. More precisely, mechanical work, as you say, controls
the grain size.

• both downwelling and upwellings generally contribute to the ambient
mechanical work. It would be very hard to know exactly if downwellings
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or upwellings dominate the ambient mechanical conditions but we ob-
serve that downwellings are important. This can be explained by the
fact that the bottom boundary layer is not potentially unstable like the
lithosphere is in the episodic regime. Solomatov (2004) does attempt to
answer the question of partitioning of stress contributions between up-
wellings and downwellings (as you know), but his study was performed
in a very simplified framework, which might not fully apply in our case.

• Unfortunately, at this stage, we cannot plot the mechanical work itself
without quite some programming (or rerunning all cases). However,
one can have an idea of what the mechanical work would be by multi-
plying the stress and strain rate invariants. Figure 3 shows that both
those fields are relatively homogeneous around large structures (either
whole mantle or around a large downwelling during an overturn) so the
mechanical work is very likely to also be rather homogeneous.

B) The fast pile grain size ”recovery” is also interesting. How about using
the model results to compare the recovery timescale seen from the numerical
models to the theoretical prediction for recovery time, to demonstrate that
the expected recover time scale indeed holds? Also, the authors should be
able to work out what is stabilizing grain size and viscosity as the mantle
cools (in particular for the cases shown in the appendix). There must be
some trend in grain size (or viscosity) acting coupled to the change in pile
temperature to keep grain size nearly constant over time. Finally, another
interesting point is that grain size variations limit lateral viscosity varia-
tions; e.g. plumes have a similar viscosity to the surrounding mantle because
the higher temperature is cancelled out by larger grain size. The authors
could look into what conditions allow this to hold. For example, if the grain
growth activation energy is much larger than the activation energy for dif-
fusion creep, would plumes become more viscous than surrounding mantle?
Or would deformation still limit the grain size?

These questions are indeed very important from a fundamental point of view.
Some of them are answered in another article in preparation, which should
have been published before the present manuscript but technical di�culties
made it impossible to finish as it explores a much larger parameter space and
answers theoretical questions. Still we can partially answer your requests:

• The recovery time scale is a very parameter-dependent quantity. We
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chose to mention its existence in our discussion but we do not to claim
that all parameters leading to its estimation are known in a robust way.
We rather give an estimation and do not attempt more. We think the
idea that stresses penetrating through piles might hold for a large range
of rheological and mineralogical parameters but the grain size itself in
the pile is hard to really assess. Since the petrological nature of the
LLSVPs is highly uncertain, we chose not to provide a prediction, only
an estimation.

• Yes we did want to mention the competition between temperature and
grain size. We have a dedicated paragraph on this topic (section 3.4).
The paper in preparation will be able to answer more on this idea
that the di↵erence of activation energies of growth and rheology will
dominate (and even potentially invert) the temperature-dependence of
the rheology. Since this idea has been proposed in the past (Solomatov
and Korenaga do mention this) we did not detail it too much in the
present paper. Overall, still our observation that stress does propagate
through the LLSVPs seems to indicate that stresses would also make
it through viscous plumes. We observe that mechanical quantities tend
to homogenise in the mantle and through whichever anomaly.

2. Throughout this paper, the authors should be looking at the deforma-
tional work rate, not just stress. Work rate is what is controlling grain size
reduction, and therefore the most relevant thing for the typical grain size in
the piles and amount of grain size reduction seen when downwellings interact
with the piles.

We added to Figure 4 a plot of the average work rate occurring in the pile
(replacing the plot of average density). From this plot we can see that when
stress is high the work rate is also high. Hence, our interpretation does not
change. In any case, we agree, the work rate is better and now our paper
has a much stronger argument than before.

3. The authors should discuss whether the resetting of grain size at the
post-perovskite phase change has any significant e↵ect on the results, in par-
ticular for grain size evolution in the piles.
The influence of the post-perovskite phase change is negligible because grains
grow back very fast in any case due to a low deformational work rate and high
temperatures close to the CMB. Moreover, the radial velocities are usually
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small so a very limited volume of material goes through the Post-Perovskite
phase transition. We have added comments on this in the text.

4. The results indicate di↵usion creep generally dominates in the piles them-
selves, and dislocation creep can be active around downwellings or other
high stress regions at the CMB. Given that we have observations of seismic
anisotropy in some regions near the core-mantle boundary, the authors could
do a more thorough comparison of their results to these observations. Com-
paring the settings where anisotropy is observed to where the models predict
dislocation creep to be active would provide a good test to the model results.

We have edited the paragraph and added some details:
The anisotropy observed in some parts of the D”-layer (Lay and Young,
1991; Lay et al., 1998; Garnero, 2000; Kendall and Silver,1996), specifically
in regions of high stress (Karato, 1998), can be explained by regionally occur-
ring dislocation creep due to downwelling-induced high stresses as has been
proposed by (Karato, 1998). Seismic anisotropy resulting from dislocation
creep in the rest of the D”-layer can better be explained by material layering,
aligned inclusions or flow fabrics due to a strongly sheared thermal boundary
layer and crystalline alignment as has been suggested by for example Kendall
and Silver (1996) and Doornbos et al. (1986), respectively.

5. Equation 7: What is the purpose of the “dislocation creep e�ciency”
parameter? A composite rheology formulation should be able to deal with
this self-consistently, and have the temp, grain size, stress, pressure, etc dic-
tate which mechanism dominates and controls the viscosity entirely on its
own.

Sorry, we have reformulated the text to explain this better. The rheolog-
ical coe�cients used in ⌘df and ⌘ds would independently lead to the viscosity
profile of the Earth for both di↵usion and dislocation creep if the global stress
and strain rate of the Earth occurred (e.g., in case of plate tectonic). So if
we solely used di↵usion creep or solely dislocation creep, we would probably
obtain the viscosity profile of the Earth. However, this is not what we want
here. We rather want to have di↵usion creep dominating in the lower man-
tle and dislocation creep dominating in the upper mantle. The dislocation
creep e�ciency is a number we have defined to favour di↵usion or dislo-
cation independently in the upper and lower mantle. This does not mean
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that the rheology is forced at all times. The rheology (e↵ective dislocation
creep/di↵usion creep fraction) still depends on stress, grain size, pressure,
etc., is time-dependent and depends on the self regulating processes hap-
pening during convection. But if plate tectonics occurs, then the e↵ective
rheology will be the one predicted by the dislocation creep e�ciency.

6. Below equation 14: “: : :where TCMB = 4000 K is the average tem-
perature at the core-mantle boundary, ftop is the maximum (at 3000 K) and
fbot the minimum damage fraction (at 4000 K). In order to set the damage
fraction to zero at surface temperatures of 300 K, the term in (14) uses -300
in the exponent.” Something’s o↵ here. By equation 14, f doesn’t go to 0 at
the surface, it just goes to ftop (the exponent goes to 0). Also ftop is the
maximum at 300 K not 3000 K.

Yes indeed the text was wrong. The equation is correct. We have changed
the text to:
where T

CMB

= 4000 K is the average temperature at the core-mantle bound-
ary, f

top

is the maximum (at 300 K), and f
bot

the minimum damage fraction
(at 4000 K).

7. The calculation for the pile grain size recovery time for the Earth uses the
typical stress and strain rate in the ambient mantle to calculate the defor-
mational work rate. But stress and strain rate in the piles could be di↵erent.
Better to analyze the flow patterns in the piles that determine the typical
work rate in these regions, as I’ve suggested above, and use this in the esti-
mate for the modern Earth.

If one thinks that stress and strain rate are di↵erent inside and outside the
piles, then indeed using global mantle flow kinetics to estimate pile conditions
would not be meaningful concerning the piles. However, our plots of the 1D
profiles inside and outside the pile indicate that the viscosity is similar in the
pile and in the surrounding mantle. In such case, the ambient flow should
be a good indication of the pile conditions.
We were first aiming at an article in which numerical simulations would be
carefully compared to Earth observations. However since grain size evolution
makes it hard to obtain the mobile-lid regime, we did not obtain a large set
of simulations with a behavior comparable to that of the Earth. Neverthe-
less, we were surprised about the self-regulating behavior of the pile for each
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convection regime so we decided to write the present paper. However, we do
not believe our study is general enough to make an actual comparison with
the Earth, we would rather simply provide estimates.

Technical corrections:

Lines 42-43: I just don’t follow what this sentence is trying to say
We have changed the sentence to
“By analysing deep mantle-sensitive Stoneley mode data in a joint P- and
S-wave inversion this recent work showed that at least the upper parts of
LLSVPs might be lighter than the ambient mantle.“

Line 101: “Intruda” likely a typo
We changed it to ”Intruded material is

Line 219: I think it is better to refer to this as a wattmeter since it is
deformational work driving grain size reduction and not just the stress
We removed piezometer.

Lines 252-253: Are the small grain sizes of 5 microns seen everywhere in
the lithosphere or just at plate boundary areas?
They are mainly that small in areas of plate boundaries. In the rest of the
lithosphere they can be large as 100 µm. We added “ Small grains (around
5 µm in plate boundary areas and up to 100 µm elsewhere). . . .”.

Line 292: “This prevents the Earth to cool down more” should say pre-
vents the Earth from cooling down more
We have changed the wording to the suggested phrase.

Line 296-298: How is the second stagnant lid phase defined as stagnant
lid, if surface velocities are nearly as high as in the mobile lid phase?
The stagnant lid phase is defined to be when the average surface velocity is
less than 1cm/yr. Although the surface velocity is close to this threshold in
the second stagnant lid phase, the simulations don’t show rapid overturns or
subduction events so it can be classified as stagnant lid. After 4.3 Gyr there
is some mobile component. We distinguish this now in the text:
“During the second stagnant lid phase (3.5-4.3 Gyr) . . . . [. . . ] The pile tem-
perature can further decrease during the second stagnant lid phase because
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there still exists some movement at the surface, manifested by dripping of
lithosphere.“

Line 324: “Vigorousness” should be “vigor”
changed to vigor

Line 406: Here is a place where the authors could look into more detail
at stress and strain rate in the piles, and what sets the typical level of defor-
mational work in the piles and hence limits grain growth

We now plot the mechanical work rate in the pile as a function of time.

Line 480: Saying that the models can and cannot confirm the idea that
plumes form at the pile edges is very confusing. If the results don’t confirm
this idea then they don’t confirm it! Please clarify the text here.
We have edited the paragraph to:
Our thermo-chemical piles are also not surrounded by plume generation zones
(PGZ), as suggested by Burke et al. (2008), but plumes rise directly from the
piles as well as from their margins. They, as others (Torsvik et al. (2006),
Torsvik et al. (2010)), conclude that LLVPs (in geodynamics referred to as
thermo-chemical piles) have been stable in time because the downward pro-
jection of Large Igneous Province (LIP) sites can be linked to the margins
of LLSVPs after rotating them back to their original eruption sites. LIPs
in the 200 to 500 Myr age range let them conclude that LLSVPs have been
occupying the same location for the same duration. Stable piles can only be
confirmed with our models in the case of the absence of strong downwellings
(subduction zones), hence for the last 200 to 500 Myr because we observe
that downwellings govern the piles’ spatial distribution. If there are no strong
downwelling events disturbing the location of the piles, we can observe piles
stable for at least 300 Myr. However, without dominant downwellings, we
do not see plate tectonic-like behaviour in our simulations, implying that
we either observe stable piles or plate tectonic-like behaviour but not both
simultaneously. Even without a plate tectonic-like convection regime in our
models, it is di�cult to draw conclusions about the actual stability and spa-
tial distribution of LLSVPs. Problematic is that we neither employ realistic
plate velocities, nor use three-dimensional models.

Lines 492-493: Larger grain sizes in the plumes not a↵ecting the viscos-
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ity: Does this mean that the viscosity is not sensitive to grain size, or that
the grain size just isn’t growing all that big? Confusing as written. As I
suggest earlier, this issue of temperature vs. grain size tradeo↵s for viscosity
is something that should be looked at in more detail.
We have edited this part to:
“Our results show that grain size has a great impact on the viscosity in nu-
merical convection models. Similar to results by Dannberg et al. (2017),
we observe strong lateral variations in grain size and resulting viscosity in
our simulations, particularly during resurfacings or prominent downwellings.
Overturn events lead to a distinct ’bimodal’ behaviour in which one half of
the spherical annulus shows a distinct decrease in viscosity and smaller grain
size than the other half (figure 3, 1.58 Gyr). Downgoing slabs are surrounded
by regions with lower grain size, high strain rate and reduced viscosity. This
finding agrees well with what Dannberg et al., (2017) reported. However,
in times without any particular downwelling event we do not observe strong
lateral viscosity variations in the lower mantle. Viscosity is relatively uni-
form having values between 5⇥1022 Pa s (around piles and regions of high
melt content) and 5⇥1024 Pa s (regions with high melt content).
Most of the lower mantle has a viscosity on the order of 5⇥1023 Pa s. Solo-
matov Moresi (1996), Karato Rubie (1997), Solomatov et al. (2002) and
Korenaga (2005) suggest that higher temperatures in plumes could result in
higher viscosity due to larger grains. This suggestion cannot be supported
with our simulations, but might be probable if di↵erent grain growth param-
eters, for example stronger grain growth, were used. In our simulations, the
expected increase in viscosity due to larger grain size in plumes is bu↵ered by
the higher temperature of the plume itself. The surprisingly high viscosity
of regions with a high melt fraction is not a physical observation but results
from how the overall viscosity is computed. We only use the grain size in
the solid matrix to compute the viscosity and neglect the impact of the melt
content which is usually fine, which is usually fine except for regions with a
particularly high melt content.”

Appendix:

I find this terminology of ”continuous” versus ”episodic” very confusing, as
well as the further classification of “events, then constant,” “constant, then
events,” etc. I’m not really sure what this classification is supposed to help
the reader see. Maybe better to just show some example models individually
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and indicate where stagnant, mobile, and episodic overturning phases occur,
so we can see how these e↵ect the grain size evolution?
Generally, the results all show the same behavior, meaning we see large
drops in grain size right after an overturn event, or a relatively constant
grain size if the run does not show any overturn or downwelling events. The
appendix arose from the fact that we initially decided to structure the paper
di↵erently, where we tried to find dependencies of the constant or episodic
behaviour on the input parameters. However, this proved to be impossible
and we re-structured the paper around the stagnant lid, plate-tectonic-like
and overturn phase. The figures in the end are only there to demonstrate
that the simulation results of the pile material show a similar behavior and
basically only depend on the convection regime. We have removed the ap-
pendix since the figures don’t really help to understand the points we try to
make in the paper.

Lines 553-554: That basalt is not mixing in with the piles is an impor-
tant point that needs to be explained further and compared with McNa-
mara/Mingming Li work where they argue for basalt incorporation into piles
This part we have removed. We realise that it is interesting and might be of
high importance but we didn’t study this observation in detail, therefore we
cannot give any detailed results or explanation.

Appendix A3: Plotting density alone is not so useful. What really mat-
ters is the density di↵erence between the pile and surrounding mantle. For
example, the decrease in density seen due to the piles rising is not really
dynamically meaningful as it is due to decompression. We need to know the
density relative to surrounding mantle to see if the buoyancy has changed.
We have removed the appendix. We decided, following the comments, that
the appendix does not add anything valuable to the paper.

2 Response to Reviewer #2: Anonymous re-

viewer

This manuscript presents the results of 2D simulations in spherical geometry
investigating the e↵ect of grain size evolution, with application to thermo-
chemical piles. Grain size is important because it a↵ects viscosity, and it
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modifies the e↵ective temperature dependence of the viscosity. Modeling
grain size is challenging, because grain size depends in a complex way on sev-
eral parameters, such as stresses, phase transitions, temperature and compo-
sition. The manuscript is worth publication, after revision. The manuscript
reads as a diligent description of model results, but, all in all, it seems a bit
pedantic.
In particular, the connection between lithospheric processes and the deep-
seated thermo-chemical piles remains unclear. For example, in line 337 we
read that ”the pile-temperature mostly depends on the eruption e�ciency”,
but it is never explained how the eruption e�ciency (i.e., the percentage of
basalts erupted at the surface or intruded as gabbros) can e↵ect the temper-
ature of thermo-chemical piles at the base of the Earth’s mantle.
We have added an explanation on this to the manuscript. In fact this is
surprisingly simple: when most of the melt is erupted, the lithosphere is
thick and therefore cools the LLSVPs very well when it reaches the CMB.
When most of the melt is intruded, the lithosphere is thin and tends to drip
down instead of exhibiting large-scale resurfacing events. Anyhow, the fo-
cus of the paper is not the link between LLSVPs and lithospheric processes.
The change of eruption e�ciency only arose because we aimed for Earth-like
convection regimes and eruption e�ciency is a potential way to receive it in
whole-Earth geodynamic models.

Moreover, the reader never understands the internal dynamics of the pile
(velocity field, internal convection, mixing with subducted material ecc).
Indeed this is a disappointing problem also for us. We cannot really see the
internal dynamics of LLSVPs as we are computing long term mantle dynam-
ics. The resolution is rather low so we chose to only look into pile averages
to try to report a result as robust as possible. Increasing the resolution is
very di�cult as the simulations already took a very long time to run. We
re-wrote the focus and goals of the paper slightly to make it easier to grasp
that not the internal behavior of the piles is the focus but their interaction
with the mantle and their properties. We didn’t observe any mixing, where-
fore we did not focus our paper around this topic. It may have been worth to
investigate further in which cases mixing would have been observed, but this
would have meant a di↵erent scope of the paper and a di↵erent parameter
study. Although we state in a few sentence that there is no mixing, we will
remove it because we do not provide a detailed study on this topic.
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It is also impossible to understand how the authors obtain (50%!) melt-
ing at the base of the mantle, nor how melting would a↵ect viscosity or grain
size.
We now provide much more information on melting and crust production in
the text.
In other words, if the focus of the manuscript are the piles, then the authors
should be more specific and quantitative.
We add statements in the article to explain that we are looking at the big
picture instead of details as we run long term simulations with limited res-
olution. We try to state more clearly now that the goal of the paper is to
demonstrate the general behavior and evolution of LLSVPs and their in-
fluence on the overall dynamics of the Earth’s mantle instead of detailed
internal convection or small-scale mixing. We try to provide numbers and
be quantitative, but specific numbers are di�cult to provide since grain size
evolution parameters themselves are highly uncertain. Therefore, we provide
averages of pile properties which is already more advanced and quantitative
than other ’pile-paper’.

The novelty of the simulations resides in the composite rheology and in the
fact that viscosity is grain size-dependent. This aspect should be presented
more clearly, already in the introduction, where the reader expects to find
a pedagogic and insightful presentation of di↵usion and dislocation creep
(you do it in paragraph 2.3, lines 155, but I think it comes too late). The
paragraph you have in the introduction (starting at line 68) is too technical
(for example your sentence ”grain growth when conditions favor high grain
boundary energy” needs to be better explained). I also suggest to expand the
few lines describing di↵usion-dislocations creep in the mantle (for example,
your sentence ”However, several other studies indicate that in many regions
dislocation creep is active” is too dry and we do not learn much, nor do we
gain insight to compare previous studies to your new results). In the intro-
duction we should also talk about seismic anisotropy.
We have added a paragraph describing previous whole-Earth studies that use
grain size in some sort or another in their rheology definition.

In the following I give my comments (in a line by line order).

Line 31: it is the opposite!! Pacific LLSVP is roundish. African LLSVP
is elongated.
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Yes. This was a typo that we have now corrected.

Lines 40-44: it would improve by being more specific (i.e., quantify den-
sity di↵erences, and how they vary with depth).
We have added the estimated density di↵erence in the text.

Line 50: I would add a citation: U. Christensen, A.W. Hofmann, Segregation
of subducted oceanic crust in the convecting mantle, J. Geophys. Res. 99
(1994) 19867-19884.
We have added it.

Line 53: I find this sentence useless (”Since LLSVPs remain physically un-
reachable numerical and experimental studies try to constrain the parameter
space”).
We have removed it.

Line 62: Here you should say more, and your sentence ” Only very few
studies have considered a composite and grain size-dependent viscosity [ref]”
is unsatisfactory.
At this point the reader needs to understand: (1) what previous authors have
done and found, (2) what is new in your work with respect to what has been
already published.
Yes. We have add much more detail on this, as suggested.

Line 74: Your sentence ” Among others, Cordier et al. (2004) suggested....”
skips to cite previous papers before Cordier et al. (2004). I do not recom-
mend this practice.
We have added the earliest citation (to our knowledge). There are not that
many actually.

Line 82: Your sentence ”By also considering a primordial layer we are able
to elaborate on the origin of LLSVPs” (e.g. subducted basalt, primordial
reservoir or the basal mélange (Tackley, 2012))” does not seem true to me,
since (1) you are never specific about the composition and internal dynamics
of the pile, (2) you do not span a range of buoyancy ratio B.
True, we indeed did not mention the mixing of basalt and pile material and
entrainment of pile material in the ambient mantle a lot. We have therefore
removed this and stated the other points of our paper more clearly, as you

13



Jana Schierjott, Antoine Rozel, Paul Tackley

suggest below.

Line 85: Your sentence ” We investigate whether piles behave as obstacles
to convection, whether they get pushed around or even entrained by mantle
flow” also does not seem true to me, since you never quantify entrainment,
you only say that they are pushed around, but this is well known.
We observe that stresses and strain rates propagate through the pile, there-
fore they are certainly involved in the global deformation. We also actually
see the piles moving with the flow. Indeed we do not quantify entrainment
but the fact the piles are pushed around is clear in our results. Actually a lot
of people believe that piles are fixed, following what the people from CEED
are claiming. This is the reason why we have written this statement here.

Line 98: Your sentence ”If the melt is generated at a depth lower or equal to
300 km, the basalt is...” seems incorrect. If partial melting occurs at 300 km
depth the liquid composition cannot possibly be a basalt (already at 100 km
depth the melt has a picritic composition). I suggest to add a citation to
strengthen your statement.
Apologies, this is one of our common mistake, we mistake eclogitic melt for
basaltic melt as the eclogite becomes basalt at the surface in our code. We
correct this in the manuscript.

Line 101: Your sentence ”Intruda is therefore warmer than the ambient
lithosphere which results in lithosphere-weakening” needs to be explained,
namely for the ”lithosphere-weakening” part. What are the modeled melt-
ing rates? Over which length-scales do you intrude the lithosphere? Over
which time-scales do the intrusions cool? How correctly can you solve for
lithospheric processes knowing that your grid resolution is quite poor (512
elements for 360 degrees means that at lithospheric depths your element size
is 78km). Do you consider latent heat of melting?
We did not detail this much as this paper is not focusing on melting and
crust production. All of these questions are answered in a manuscript of
Diogo Lourenço (and A. Rozel and P. Tackley) that is still in its last round
of review (now minor revisions), and also in the doctoral thesis of Diogo
Lourenço (online on ETH’s web site). We answer your questions by adding
clarifications in the text.

Line 120: Your definition of the Buoyancy number is confusing/wrong:
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(1) The numerator is a density di↵erence (RHOprimordial - RHOsurround-
ing mantle). Why do you use (RHOprimordial - RHObasalt), your mantle is
NOT a basalt, it is 80% harzburgite and 20% basalt.
(2) The denominator is also problematic, since RHO0 is NOT the average
of RHOprimordial and RHObasalt, but it must be the RHO entering in the
Rayleigh number (never given in the tables).
We have removed this part because the buoyancy number in any case does
not play a significant role in our paper since we do not investigate a vast
parameter space of the primordial material.

Line 124-125: The simple statement ” we vary the intensity of dynamic
recrystallisation” needs to be explained. What is the physics behind? What
does this mean?
We have clarified this in the text.

Line 141: Rewrite eq.(2)
We have corrected this typo.

Line 148: Rewrite the last term of eq. (4). In the equation you have an
internal heating term, but we never find the value of H. Line 201: The def-
inition of full mechanical work is wired, I guess a typing problem. (Check
also eq. 15 and 16).
We now detail in the manuscript what tensor contraction is (this is a bit
unusual indeed). We have also added the original radiogenic power H

0

, the
decay half life and the partitioning coe�cient of heat sources during melting
in table 1.

Line 207: Here we find Tcmb=4000K, whereas in Table 1 Tcmb=5000K.
Why? More generally, your ftop, fbot, and the physics behind eq. (14) are
unclear.
We now distinguish the values mentioned in table 1 and in the text.

Line 220: Your criteria to detect the pile (¿90% of primordial + basalt)
makes it impossible to detect entrainment of surrounding mantle into the
pile. For example, if you have (80% primordial + 20% surrounding mantle)
how is this considered? Normal mantle ?
We define that the piles’ composition must be primordial material but can
include some basaltic composition and even up to 10% of ambient mantle.
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Every cell that contains some percentage of primordial material is consid-
ered pile for sure. But it can also only contain 30% of primordial material
and 60% of basalt and 10% of ambient mantle and will still be considered pile.

Line 225: I do not understand eq. 18: Tpile ¿ (3000K + Tcmb). In ta-
ble 1 Tcmb=5000K, so how can Tpile be greater than (3000+Tcmb)? It
means Tpile=8000K, which is impossible.
Sorry, this is a mistake. It is meant to be divided by 2.

Line 244 and Table 3, Table 4: Warning !! In the text (line 244) we read that
for density 3140 kg/m3 the ratio B=0.14, BUT, reading the figure caption
of Table 3 we find that when the density is 3140 kg/m3 the ratio B=0.24.
We have removed the buoyancy ratio from the manuscript.

Line 247 and elsewhere: The ratio of strain rate due to dislocation creep
and strain rate due to di↵usion creep is defined as ”rheology” and through-
out the rest of the manuscript ”rheology” has this meaning. I think this is
very confusing and I invite you to call it ”the rheology ratio” but not ”the
rheology”.
Sorry, but we would rather not change this expression. Since we define ”rhe-
ology” in the beginning and on every figure it should be clear to the reader.
Furthermore, since rheology is the study of deformation of material we do not
see a problem with calling the dominant deformation mechanism ”rheology”.
We also always explicitly state which deformation is dominant.

Line 248 and Figure 3: Warning, two panels are never mentioned, neither in
the text nor in the figure caption. I’m talking about the two panels at the
left. What are the green lines? (In line 287 you say something about figure
3, while presenting figure 4, and also in line 461.... well, all this is poorly
organized).
we now mention the panels explicitly. The organisation follows the convec-
tion regimes. Several figures illustrate di↵erent aspects of each convection
regime. This is the reason why we cite 2 figures together.

Line 250 and Figure 3:
(1) it is very hard to detect the white and the black lines.
We first plotted these figures with thicker lines but it becomes harder to see
the pile fields (too strongly overlapped with the lines).
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(2) partial melt higher than 50% ! This is very high, but in the text you
never talk about partial melting, you never provide the solidus used.....
We now provide the solidus temperature function. Yes indeed, high melt
fractions can seem unrealistic if we compare to the present day Earth, ex-
cept that Earth’s estimated current CMB temperature is close to the man-
tle solidus. Yet our simulations can significantly deviate from present-day
Earth’s conditions. In the early stages of the simulations particularly, it is
not rare to get melting in the lower mantle, and this may be realistic for
the early Earth as people are now studying a long-lived basal magma ocean
for example. Moreover, when the stagnant lid regime is reached for a long
time, the mantle can be strongly insulated from the surface and sometimes
warms up substantially. Since our simulations follow a very self-consistent
design (nothing forces the evolution of the internal temperature), we have
little control on what happens in the models, which explains why we chose to
report observations in the present paper instead of attempting scaling laws of
internal quantities. Certainly one can also use di↵erent solidus temperatures
and also add the influence of water (a complete di↵erent problem) but of
course this is not the point of this paper focused on the grain size evolution
problem.
(3) In the lower mantle it is incorrect to talk about basalt, you should use
”basaltic composition”.
Yes sorry about that. This is unfortunately a common mistake that we do
in our team as the ”composition” is either ”basalt” or ”harzburgite” in the
code. So we end up writing this in article. We have correct it.
(4) It ’s impossible to see that ”basalt is pushed aside”. You need to have a
figure with a zoom on the region of interest.
We add a comment on this in the text. Unfortunately we cannot load this
figure even more.

Line 261: I do not understand what do you mean by ”the newly formed parts
of the pile”. Since the pile does not entrain, but it is merely displaced,how
do you generate ”newly formed parts of the pile” ??
We have removed the density field plot from our paper since it does not pro-
vide significant interesting information as we do not focus our paper on the
interaction of pile material with downgoing eclogitic material. Anyhow, due
to the definition of ”pile” parts of downgoing eclogite can become pile. Even
though we do not observe large entrainment, it can be that small parts get
entrained.
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Line 268: Provide the solidus used to calculate melting at the CMB.
We now give the solidus in the text.

Line 270: It is wired: first we read that ”basaltic material ” melts up to
50%, and then we read ”once the basaltic material has warmed up”. How is
this possible? Your statements are neither quantified nor justified. Show a
P-T diagram with real temperatures and the used solidus for each composi-
tion, and then the reader will understand.
Yes, apologies, our observation was just wrong. In fact the material that
melts was present before, close to solidus temperature and was decompressed
by the return flow of the downwelling. Indeed the downwelling is cold and
therefore is not melting. We have simplified the text as this was not really
helping to make our point in the manuscript. This was indeed very confusing.

Line 293, line 295, and Figure 4: I do not understand why the pile den-
sity varies.
We have removed the text and the figure about density. This was not re-
ally helping to make any important point. To answer you: the density was
varying because of both temperature and pressure changes. This happens
because we do compressible convection. Plotting density was a little mis-
leading because these adiabatic density changes do not drive convection.

Line 301 and Figure 4: The modeled surface velocities can be higher than
10e3 cm/yr and up to 10e4 cm/yr, these values are huge (10-100 m/yr!!) and
deserve a comment. Only saying ”a lot of cold lithosphere simultaneously
moves down” is insu�cient. You need to quantify subducted volumes and
you need to convince the reader that surface velocities at 10m/yr are not an
artifact of the numerical simulation.
We comment in the text. Yes these velocities are large but the load is much
larger than present-day Earth’s load. A 300km lithosphere destabilising as
one plate would generate very large stresses. With a non-Newtonian (stress-
dependent) rheology, such velocities make sense.

Line 310: I do not understand why the density of the pile changes because
of ”relocation” of pile material”. Density variations caused by pressure vari-
ations are not an intrinsic density change, they are just an e↵ect of compres-
sion/decompression.
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Indeed. Yes, this is also what we answered above. We have removed this
confusing observation.

Lines 439 to 443: Rewrite.
It is rewritten.

Line 470: Provide reference of articles suggesting that piles ”spatially de-
termine subduction zones”.
We have edited the paragraph to:
Our thermo-chemical piles are also not surrounded by plume generation zones
(PGZ), as suggested by Burke et al. (2008), but plumes rise directly from the
piles as well as from their margins. They, as others (Torsvik et al. (2006),
Torsvik et al. (2010)), conclude that LLVPs (in geodynamics referred to as
thermo-chemical piles) have been stable in time because the downward pro-
jection of Large Igneous Province (LIP) sites can be linked to the margins
of LLSVPs after rotating them back to their original eruption sites. LIPs in
the 200 and 500 Myr age range let them conclude that LLSVPs have been
occupying the same location for the same duration. Stable piles can only be
confirmed with our models in case of absence of strong downwellings (sub-
duction zones), hence for the last 200 to 500 Myr because we observe that
downwellings govern the piles’ spatial distribution. If there are no strong
downwelling events disturbing the location of the piles, we can observe piles
stable for at least 300 Myr. However, without dominant downwellings, we
do not see plate tectonic-like behaviour in our simulations, implying that
we either observe stable piles or plate tectonic-like behaviour, but not both
simultaneously. Even without a plate tectonic-like convection regime in our
models, it is di�cult to draw conclusions about the actual stability and spa-
tial distribution of LLSVPs. Problematic is that we neither employ realistic
plate velocities, nor use three-dimensional models.

Line 509: Why is pile density self-regulating??
We have removed this.

Final comment: once you have reviewed the manuscript I suggest to rewrite
parts of the abstract in a more concise, punchy, way.
We have rewritten parts of it.
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Abstract. Seismic studies show two antipodal regions of lower shear velocity at the core-mantle boundary (CMB) called

Large Low Shear Velocity Provinces (LLSVPs). They are thought to be thermally and chemically distinct, and therefore might

have a different density and viscosity than the ambient mantle. Employing a composite rheology, using both diffusion and

dislocation creep, we investigate the influence of grain size evolution on the dynamics of thermo-chemical piles in evolutionary

geodynamic models. We consider a primordial layer and a time-dependent basalt production at the surface to dynamically5

form the present-day chemical heterogeneities, similar to earlier studies, e.g., by Nakagawa and Tackley (2014). We perform

a parameter study which includes different densities and viscosities of the imposed primordial layer. We test the influence of

yield stress and parameters of on the influence of grain size evolution equation on the dynamics of piles and their interaction

with the ambient mantle.

Our results show that, relative to the ambient mantle, grain size is higher inside the piles, but due to the large temperature at10

the CMB, the viscosity is not remarkably different from ambient mantle viscosity. We further find, that although the average

viscosity of the detected piles is buffered by both grain size and temperature, grain size dominates the viscosity development.

In the ambient mantle, however, depending on the convection regime, viscosity can be dominated by temperature.

All pile properties, except for temperature, show a self-regulating behaviour: although grain sizedensity and viscosity de-

crease when downwellings or overturns occur, these properties quickly recover and return to values prior to the downwelling.15

We compute the necessary recovery time and find, that it takes approximately 400 Myr for the properties to recover after a

resurfacing event. Extrapolating to Earth-values, we estimate a much smaller recovery time.

We observe that dynamic recrystallisation counteracts grain growth inside the piles when downwellings form. Venus-type

resurfacing episodes reduce the grain size in piles and ambient mantle to few millimetres. More continuous mobile-lid type

downwellings limit the grain size to a centimetre. Consequently, we find that grain size-dependent viscosity does not increase20

the resistance of thermo-chemical piles to downgoing slabs. Mostly, piles deform in grain size-sensitive diffusion creep but they

are not stiff enough to counteract the force of downwellings. Hence, we conclude that the location of subduction zones could

be responsible for the location and stability of the thermo-chemical piles of the Earth because of dynamic recrystallisation.
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1 Introduction

Seismic studies show two antipodal regions of low shear velocity at the core-mantle boundary (CMB), one beneath the Pacific25

and one beneath parts of Africa and the Atlantic (Ritsema et al., 2011; Lekic et al., 2012; Garnero et al., 2016). These regions,

called Large Low Shear Velocity Provinces (LLSVPs), are thought to be thermally and chemically distinct and thus, differ in

density and viscosity from the surrounding material (Masters et al., 2000; Ishii and Tromp, 1999; Trampert et al., 2004).

The shape of LLSVPs is relatively well constrained thanks to seismic tomography models. They consistently reveal a

roundish shape for the African Pacific LLSVP and an overall north-south elongated form for the Pacific African LLSVP30

(Ritsema et al., 1999; Kuo et al., 2000). In total LLSVPs cover around 20 - 50 % of the area at the CMB (Burke et al., 2008;

Garnero and McNamara, 2008) and make up between roughly 1.6 - 2.4 % of the total mantle volume (Burke et al., 2008;

Hernlund and Houser, 2008). The African LLSVP extends upward from the CMB about 1000 km; the height of the Pacific one

is less well constrained but is in any case smaller with about 400-500 km of upward extension (Garnero and McNamara, 2008).

Following Torsvik et al. (2006, 2010) LLSVPs have not changed their position for at least 200 Myr, possibly up to 540 Myr.35

Apart from the geometry other properties of LLSVPs are not that well defined. The negative correlation between bulk sound

speed and shear wave velocity suggests a chemical origin (Masters et al., 2000; Trampert et al., 2004; Davaille et al., 2005)

of LLSVPs. Normal-mode data support a density increase of a few percent compared to the ambient mantle (Ishii and Tromp,

1999; Trampert et al., 2004). Recently though, Koelemeijer et al. (2016) proposed that LLSVPs might rather have a reduced

density. By analysing deep mantle-sensitive Stoneley mode data in a joint P- and S-wave inversion, this recent work showed40

that LLSVPs, except for their roots, could have a decreased density of up to -0.88 % compared to the radial average. Chemical

heterogeneities and the presence of post-perovskite (pPv) and its interplay with the thermal boundary layer could explain the

observations.

Laboratory studies, e.g. by Davaille et al. (2005) are able to mimic the 3D-complexity of LLSVPs and, as numerical models,45

provide insight into the development over time. Seismological studies on the other hand, can only provide information on

LLSVPs for the current time snap. Davaille et al. (2005) emphasised in their work that the presently observed upwellings

might be all of transient nature and that all types such as plumes, LLSVPs, hot spots, superswells and traps might represent

different stages of the same evolving thermo-chemical instability. Nevertheless, they also suggest that the upwellings are of

different chemical composition.50

Also concerning their origin, researchers have suggested various hyptheses. LLSVPs might originate from recycled subducted

slabs, from survived remenants of reservoirs from the early partial differentiation of the mantle (Deschamps et al., 2015; Deschamps et al., 1994)

or from a mix of both (e.g. basal mélange (BAM), (Tackley, 2012)). Recently, Ballmer et al. (2016) suggested that even

LLSVPs themselves could consist of two different types of materials, an upper basaltic and a lower primordial one. Since

LLSVPs remain physically unreachable numerical and experimental studies try to constrain the parameter space. McNamara and Zhong (2004)55

numerically studied how the top surface of LLSVPs changes with different compositions and were able to show that LLSVPs

consisting of accumulated crust have a rougher or more diffusive top than the ones made up of primordial material.
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In numerical studies, both a lower e.g., (McNamara and Zhong, 2005) and a higher viscosity e.g., (McNamara and Zhong,

2004) have been investigated. We learn from McNamara and Zhong (2004) that the viscosity contrast between different com-

ponents could well be the main control on how the piles in the lowermost mantle are organised. In their study they find that an60

intrinsic viscosity increase of dense material in the bottom of the mantle yields fewer but larger piles than only a temperature-

dependent rheology. However, most of the works on thermo-chemical piles have in common, that viscosity is treated either

depth- or/and temperature-dependent.

Generally, only very few whole-Earth geodynamic studies have considered a composite or even grain size-dependent viscos-65

ity (Hall and Parmentier, 2003; Hall and Parmentier, 2001; Hall and Parmentier, 2008; Hall and Parmentier, 2017). A study by

Solomatov (2001) demonstrated that the physical laws behind grain growth in the lower mantle, such as volume diffusion or

grain boundary diffusion, could strongly influence the thermal evolution of the Earth. Hall and Parmentier (2003) investigated

the impact of grain size evolution on the onset-time of small-scale convection to apply it to the upper mantle of the Earth. Solo-

matov and Reese (2008) first illustrated with convection simulations that the 660 discontinuity strongly decreases the grain size,70

which tends to stabilise the viscosity profile. Obtaining a viscosity profile comparable to that of the Earth was not attempted.

Dannberg et al. (2017) ran mantle convection simulations with a composite rheology and grain size evolution using rheological

parameters obtained from a combination of laboratory experiments and trial and error. A realistic viscosity profile was obtained

for the relatively short time span of their simulations (a few tens or hundreds of millions of years) using forced surface veloc-

ities. Dannberg et al. (2017) were thus able to study the effect of grain size evolution on physically observable characteristics75

of the mantle but did not attempt to self-consistently reproduce the convection regime of the Earth nor the existence of LLSVPs.

Although Not only numerical modelers have now included to the conclusion that grain size-dependent viscosity should be

used in future several studies (Yang and Fu, 2014). Rather, the idea originates from experimentalists who have shown how

important it might be to include consider grain size evolution in the viscosity formulation (Karato and Wu, 1993; Karato,80

2010). In experiments they observe grain size reduction under high strain, (e.g. Karato et al., 1993) and grain growth when

conditions favour high grain boundary energy (Karato, 1989). In times of high stress and strain rate dynamic recrystallisation

operates, leading to a smaller grain size and shifting the deformation regime from dislocation to diffusion creep. As a result,

regions under the influence of a high work rate high stress exhibit a lower viscosity than the surrounding regions (Warren and

Hirth, 2006).85

Karato et al. (1995) suggest that most parts of the lower mantle likely deform under diffusion creep due to the absence

of shear wave splitting. However, several other studies indicate that in many regions dislocation creep is active (Lay et al.,

1998; McNamara et al., 2001). Among others, Poirier et al. (1983) and Cordier et al. (2004) suggested dislocation creep as

the deforming mechanism for the perovskite phase in the uppermost lower mantle and McNamara et al. (2001) for regions

around downwellings. Therefore, it would be worth not only considering grain size-dependent diffusion creep but additionally90

a composite rheology formulation involving both diffusion and dislocation creep. Since dislocation creep is favoured when

grain sizes are large, in the region along the CMB, hot upwellings and plumes might rather deform in dislocation creep because
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temperature and stresses are high (Solomatov and Moresi, 1996; Karato and Rubie, 1997; Solomatov et al., 2002; Korenaga,

2005).

The wide range of proposed possibilities in terms of composition, viscosity and density of LLSVPs convinced us to apply95

the grain size-dependent, composite viscosity formulation implemented in the global convection code StagYY for studying the

effects on the development of LLSVPs. By also considering a primordial layer we are able to elaborate on the origin of LLSVPs

(e.g. subducted basalt, primordial reservoir or the basal mélange (Tackley, 2012)), and the interaction between subducted basalt

and the primordial layer. We study how thermo-chemical piles behave in the dynamic system of mantle convection using

simulations evolving over 4.5 billion years. We investigate whether piles behave as obstacles to convection or whether they get100

pushed around. Identified average properties of piles give us information about their reaction to different convection regimes.

However, we only focus on large-scale processes and quantities as we do not have the resolution necessary to study small-scale

features. Instead we provide long-term evolutionary simulations that approximate in a first attempt the influence of grain size

evolution on pile behaviour and on general mantle viscosity.

2 Model105

2.1 Setup

Apart from the rheology, our model set up is very similar to the model used by Nakagawa and Tackley (2014). The composition

of the mantle consists of 80% harzburgite and 20% basalt. In other words, the pyrolitic composition is a mechanical mixture

of 60% olivine and 40% pyroxene-garnet phases. Phase transition depths, temperatures, densities and Clapeyron slopes for

the independent olivine and pyroxene-garnet phases can be found in Table 1. Additionally, we impose a primordial layer with110

physical properties similar to pyroxene-garnet at the base of the mantle. The initial temperature at the CMB is set to 5000 K,

at the surface to 300 K.

Further, melting and crustal production in the simplified two-phase system is included. Melting helps buffering the internal

temperature of the Earth (Armann and Tackley, 2012) and affects the tectonic regime as it generates compositional hetero-

geneities (Lourenço et al., 2016, 2018). Typically, melting of the pyrolitic mantle locally produces molten basalt a melt of115

basaltic composition and a solid residue more enriched in harzburgite than the source rock. In each cell, the melt fraction is

obtained by comparing the temperature to the solidus temperature (see Table 1) and using a latent heat of 600 kJ kg�1. The

solidus temperature T
s

is a function of depth and composition:

T
s

= T
d

+�T
c

(1)

T
d

=

8
<

:
2050+0.62d+660(erfc(d/220)� 1) d < 660

2760+0.45d+1700(erfc(d/1000)� 1) 660< d < 2900

(2)120
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=
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�
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b
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�
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0 c
b

> 0.2
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where T
d

is a depth-dependent solidus temperature, d is depth (in km),�T
c

is a composition-dependent temperature adjustment

to T
d

, erfc is the complementary error function and c
b

is the fraction of solid in the cell that has a basaltic composition. If the

melt is generated at a depth lower or equal to 300km, the basalt it is either erupted at the surface of the model or intruded at

the base of the crust. Heat producing elements are initially homogeneously distributed in the computational domain (see table125

1). When melting occurs, heat sources are partitioned between melt and solid using a partitioning coefficient D
p

= 0.1. This

makes the basaltic melt more enriched in radioactive elements than the remaining depleted residue. When the melt is erupted,

it is assumed to instantly cool to surface temperature. When the melt is intruded, only adiabatic cooling is subtracted from it

while it is brought upward. Intruded material is therefore warmer than the ambient lithosphere, which results in lithosphere-

weakening. We use a constant partitioning of eruption as opposed to intrusion. The fraction of eruption is called ’eruption130

efficiency’ (er) and has been shown to have a strong influence on the thermal states of both mantle and lithosphere (Lourenço

et al., 2018). In conjunction with testing the eruption efficiency, we test more parameters that influence the convection regime

such as the yield stress (⌧
y

) and the yield stress gradient (c
⌧

y

).

To account for the compressibility of mantle material, we use a third order Birch-Murnaghan equation of state. A detailed

explanation and list of parameters can be found in Tackley et al. (2013). All solid phases have a bulk modulus of 210 GPa135

in the lower mantle, 85 GPa in the transition zone, and a bulk modulus of 163 GPa in regions shallower than the transition

zone. Solid phases also have a bulk modulus gradient which is 3.9 in the lower mantle and 4 everywhere else. A Grüneisen

parameter of 0.85 is used in the transition zone and 1.3 everywhere else. Molten phases (molten basalt/eclogite and molten

harzburgite) have everywhere a bulk modulus of 30 GPa, a bulk modulus gradient of 6 and a Grüneisen parameter of 0.6. The

surface densities of each phase are given in table 1.140

To study the evolution of Large Low Shear Velocity Provinces (LLSVPs) we impose a 200 km thick basal primordial layer

along the CMB at the beginning of the runs. The physical properties of the primordial layer are the same as basalt but with a

different viscosity (see equation 9) and density (table 1 & 2). In order to test the dynamic effect of the density of primordial

material, we vary its surface value. When ⇢prim = 3080 kg/m3, the primordial material has the same density as the basalt phase.

When ⇢prim = 3140 kg/m3, the primordial material is 60 kg/m3 denser than the basalt/eclogite phase, all the way between the145

surface and the CMB. In other words, the difference of the primordial layer’s density and the ambient mantle’s density is

defined by the buoyancy number (Le Bars and Davaille, 2002)

Bprim =

⇢1 � ⇢2
⇢0↵�T

(4)

where ⇢0 = ⇢1+⇢2

2 , with�T=4700 K as the average temperature difference between the bottom and the top of the model-domain

at the beginning of the run time, ↵ as the thermal expansivity, ⇢1 as the density of primordial material and ⇢2 as the density of150

basalt. ⇢1 and ⇢2 can be found in table 2 as the surface density of primordial material and basalt, respectively.

In addition to pile-related parameters, we vary the intensity test various intensities of dynamic recrystallisation by using

different values for its prefactor (see term ftop in equation 17), and the diffusion creep efficiency in the upper and lower mantle

(�
UM

& �
LM

) to investigate their effect on mantle convection in general (table 2). A compilation of all models can be found
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in table 5. The bold-marked models are used for specific figures in the result section. We emphasize that the used simulations155

either represent average observations, or show the extreme. Generally, the result section shows that the effective quantities such

as viscosity, grain size, rheology and stress in the deep mantle weakly depend on the input parameters. This can be understood

by the interesting presence of self-regulating processes as discussed in the results section.

2.2 Conservation of mass, momentum and energy

We use a thermo-mechanical modelling approach in 2D-spherical annulus geometry (Hernlund and Tackley, 2008) to model the160

development and evolution of thermo-chemical piles along the CMB. We solve the conservation equations for a compressible

fluid using a finite difference method on a fully staggered grid (Tackley, 2008; Hernlund and Tackley, 2008). Pressure, density

and viscosity are defined in the cell-centres whereas velocities are placed on the cell edges. Temperature, composition, grain

size and additional material attributes are tracked using Lagrangian tracers which are moved according to the velocity field and

extrapolated to the cell centres. The computational domain consists of 512⇥64 cells, with a radially varying resolution which165

is higher at the surface, the 660 km phase transition, and along the CMB.

In the anelastic approximation, density, expansivity, diffusivity and heat capacity are functions of depth, and the Prandtl

number is considered infinite (Tackley, 2008). Mass conservation is written as

r·(v⇢) = 0 (5)

with velocity v and density ⇢.170

The equation for conservation of momentum is

r·⌧ �rP =�⇢(C,r,T )g (6)

where ⌧ is the deviatoric stress tensor, P is pressure, density depends on composition C, temperature T and radius r, and g is

the gravitational acceleration.

Conservation of energy is defined as175

⇢Cp

✓
@T

@t
+v ·rT

◆
= ↵T (v

r

·r
r

P )+r·(rT )+ ⇢H + (7)

with radial velocity v
r

, internal heating rate per unit mass H , specific heat capacity Cp, and  as the thermal conductivity,

↵ as thermal expansivity, and  as the mechanical work defined as the contraction of the stress and strain rate tensors:  =

P
j

i

⌧
ij

✏̇
ij

. The first term on the right-hand side is the heat production/consumption due to adiabatic (de)compression, the

second describes heat diffusion, the third term contributes radiogenic heating and the fourth term adds viscous dissipation180

during non-elastic deformation processes (Ismail-Zadeh and Tackley, 2010). The viscosity ⌘ varies with temperature, depth,

strain rate or stress, composition and grain size. For details on our viscosity formulation see the following sections.
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2.3 Rheology

We use a visco-plastic modelling approach. The viscous deformation can be accommodated by two mechanisms: diffusion

and dislocation creep. Diffusion creep is grain size-sensitive and diffusion creep strain rate is directly proportional to shear185

stress. Dislocation creep is a non-Newtonian deformation mechanism where strain rate and applied shear stress are related via

a power law. Both creep mechanisms depend on temperature (activation energy) and pressure (activation volume) of the system

(Ranalli, 1995). The total strain rate ✏̇
tot

is a sum of the strain rate in dislocation ✏̇
ds

and diffusion creep ✏̇
df

(Weertman, 1970;

Frost and Ashby, 1982; Hall and Parmentier, 2003). Following the fundamental relation between stress and strain rate tensors

⌧ = 2⌘✏̇, we can identify the dislocation and diffusion creep components of the viscosity:190

⌘ds =
�⌘ds⌘prim

2Ads
exp

✓
Eds +PVds

RT

◆
⌧1�n (8)

⌘df =
�⌘df⌘prim

2Adf
exp

✓
Edf +PVdf

RT

◆
Rm, (9)

where �⌘
i

are dimensionless constants used to impose viscosity jumps at the 660-discontinuity for each creep mechanism.

�⌘
i

are equal to 1 in the upper mantle and are greater than 1 in the lower mantle. ⌘prim is only different from 1 in the primordial

material. A
i

are rheological prefactors, E
i

and V
i

are activation energies and volumes, respectively. R is the average grain size195

(see equation 15), ⌧ is the second invariant of the shear stress, n is the dislocation creep exponent, m is the diffusion creep

grain size exponent. Rheological coefficients depend on the creep regime but not on composition (see Table 1).

In order to study the importance of the relative contributions of diffusion and dislocation creep, we define the composite

viscosity using their weighted contributions:

⌘creep =

✓
�

�+1

1

⌘df(R,T )
+

1

�+1

1

⌘ds(⌧ ,T )

◆�1

, (10)200

where the diffusion creep efficiency � is a dimensionless positive weight which can have a different value in the upper mantle

(�
UM

) and in the lower mantle (�
LM

). � greater than 1 favours diffusion creep. The equation is formulated in such a way that

the value of each component of the composite viscosity (i.e., either ⌘df or ⌘ds) corresponds to the viscosity expected for the

Earth. The sum of diffusion and dislocation creep weights is always 1, the effective viscosity is therefore not affected by the

choice of �, and is usually roughly equal to the dominant viscosity. The rheological coefficients�⌘
i

, A
i

and V
i

were obtained205

using a semi analytical approach which ensures that the resulting effective viscosity in both diffusion and dislocation creep

should be close to 10

21Pa·s in the upper mantle and 10

23Pa·s in the lower mantle. The diffusion creep efficiency � represents

therefore only a shift in rheological prefactors but still lets the rheology evolve self-consistently according to what happens

during the simulations. � is equal to the effective diffusion creep strain rate over dislocation creep strain rate if the viscosity

profile of the Earth is actually reached by the system and the mobile lid regime operates.210

The plastic rheology is employed by the use of a yield strength. The maximum strength the lithosphere can sustain is given

by a yield stress (⌧
y

). If the yield stress is overcome, the viscosity is reduced. The yield stress consists of a brittle and a ductile

7



component:

⌧
y

= min(⌧y,ductile,⌧y,brittle). (11)

The brittle yield stress follows a Byerlee law-type formulation and increases with pressure:215

⌧y,brittle = c
f

P, (12)

where c
f

is the friction coefficient. The ductile yield stress also linearly increases with pressure, but additionally incorporates

the surface ductile yield stress ⌧y,surf in the strength formulation, which looks similarly to the Mohr-Coulomb friction criterion:

⌧y,ductile = c
⌧

y

P + ⌧y,surf, (13)220

where c
⌧

y

is the yield stress gradient. In case the convective stresses overcome the yield stress, the viscosity is reduced to the

plastic viscosity ⌘pl, because the effective viscosity is calculated as:

⌘eff = min(⌘creep,⌘pl), (14)

where ⌘pl = ⌧
y

/2✏̇ with ✏̇ as the second invariant of the strain rate tensor.

2.4 Grain size evolution225

In order to compute the viscosity resulting from the combined use of both creep deformation mechanisms, we perform a

number of steps. First, we calculate the grain size which we afterwards use to compute the diffusion creep viscosity. Then, we

take the inverted sum of dislocation and diffusion creep viscosities to receive the total viscosity. We consider a simple grain size

evolution equation in which growth and dynamic recrystallisation are competing. The experimental coefficients used (Hiraga

et al., 2010) lead to a rather slow grain growth as expected in a multiphase material. The dynamic recrystallisation term has230

been derived in Rozel et al. (2011) and is here re-parametrised and used in a systematic way. The change of the average grain

size R with time is given by

dR
dt

=

G

pRp�1 � �3

�2

R2

3�
f
G

 (15)

where � is the surface tension, G is the coarsening coefficient, R is the grain size, and p the grain coarsening exponent and

 = ⌧ :✏̇ the full mechanical work. G is defined as follows235

G= k0 exp

✓
�E

G

RT

◆
(16)
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with the universal gas constant R, an experimental prefactor k0 and the activation energy E
G

.

f
G

is the partitioning factor which determines how much of this work is used to create new grain boundaries:

f
G

= ftop

✓
fbot

ftop

◆ T�300
TCMB, ref�300

(17)

where TCMB,ref = 4000 K is the average a reference core-mantle boundary temperature at the core-mantle boundary, ftop is the240

maximum (at 3000 300 K) and fbot the minimum damage fraction (at 4000 K). In order to set the damage fraction to zero at

surface temperatures of 300 K, the term in (17) uses �300 in the exponent. The partitioning factor f
G

is poorly constrained as

it is difficult to obtain from experimental data. (Rozel et al., 2011) showed that f
G

seemingly is only temperature-dependent.

We here use a power law formulation for f
G

in order to test its influence on mantle convection. Since f
G

is a multiplicative

factor of the dynamic recrystallisation term in Eq. 19, lowering it corresponds to damage inhibition. Composition-dependence245

is neglected in our grain size evolution formulation, but phase transitions are considered by resetting the grain size to 5 µm at

a phase transition. All grain size evolution-related and general model parameters are listed in table 1.

When recrystallisation and grain growth are balanced, the change of grain size with time is zero; dR
dt

= 0. The grain size

under this steady-state condition is referred to as equilibrium grain size Req:

G

pRp�1
eq

=

�3

�2

R2
eq

3�
f
G

⌧ :✏̇ (18)250

,Req =

✓
3�G�2

pf
G

⌧ :✏̇�3

◆ 1
p+1

. (19)

Since, theoretically, the stress state of rocks can be reconstructed from a given grain size and known temperature, this state is

called piezometer or paleowattmeter (Austin and Evans, 2007; Rozel et al., 2011) (De Bresser et al., 1998).

2.5 Primordial layer and pile detection

The pile-detection is based on composition and time-dependent temperature. At least 90% of the pile must consist of primordial255

material (C
prim

) and/or basalt (C
bas

) :

C
prim

+C
bas

> 0.9 (20)

The temperature constraint is defined using the average of a mid-mantle temperature of 3000 K and the current CMB-

temperature:

T
pile

� (3000K +T
CMB

)/2. (21)260
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Figure 1. Sketch showing the steps of our pile detection routine: First, we set the criteria, then check each cell-column starting at the CMB
for the criteria and stop the detection if one of the criteria is no longer fulfilled. Finally, we write a new pile-field whose characteristics are
saved and can be used for further post-processing.

If one of the criteria is not fulfilled, the pile top is reached (figure 1). At each time step average values for properties such as

viscosity, density rheology, temperature, internal work rate and grain size of the pile are computed. Additionally, 1D-profiles

through the pile and through the ambient mantle are calculated.

3 Results

In the current section, we chose to first illustrate the effect of grain size evolution on the dynamics of thermo-chemical piles265

mainly using the various convection regimes depicted in simulation number 72. This case is of particular interest as it nicely

represents the diversity of processes experienced in all the other simulations: starting in stagnant lid regime, experiencing basalt

dripping stages, resurfacing episodes and a rather long mobile lid regime phase (the closest to plate tectonics behaviour of the

10



Earth). Simulations number 3, 7 and 73 are also used to illustrate the competing impacts of grain size and temperature on the

viscosity in 0D-averages and 1D-profiles.270

The result section is divided into four subsections:

(1) Dynamics of piles (2D-fields)

(2) Averages of pile properties over time (0D)

(3) Effect of grain size and temperature on the viscosity with focus on piles (0D)

(4) Difference between properties of pile and ambient mantle (1D-profiles)275

3.1 The Dynamics of Piles in response to the ambient Mantle and Lithosphere

We start off by providing an overview of the dynamics of the modelled thermo-chemical piles and show results from model No

72 (table 5). In this model a yield stress of 20 MPa, a yield stress gradient of 0.1, an eruption efficiency of 0.7 and a primordial

layer with a density of 3140 kg/m3 at surface are employed. �
UM

and �
LM

are both 1, so diffusion creep and dislocation creep

are both equally important.280

In figure 2, viscosity, grain size, strain rate, stress, rheology and temperature fields at time 1.50 Gyr are shown. The rheology

is defined as the ratio of strain rate due to dislocation creep and strain rate due to diffusion creep rheo = ✏̇ds/✏̇df. If dislocation

and diffusion creep equally contribute to deformation, the rheology is equal to one. Figure 3 shows snapshots of the same

simulation and shows the dynamics of grain size and viscosity during an overturn event (1.58 Gyr), during the mobile lid-phase

(2.46 Gyr) and during the stagnant lid-phase (4.0 Gyr). The white line outlines the pile, the black line regions with a partial285

melt percentage higher than 50%. In the bottom row, the evolving distribution of basalt is presented.

Figure 2e displays the general rheology of the Earth: the lithosphere deforms mainly in diffusion creep. Small grains (around

5 µm in plate boundary areas and up to 100 µm elsewhere) and a high viscosity (1027 Pa s) mark this region. Up to 660 km,

dislocation creep governs the deformation. Grains are larger (300 to 500 µm) and the viscosity is on the order of 1021 Pa s. The

mid- and lower mantle is characterised by diffusion-dominated creep. Exceptions are plumes, areas surrounding downwellings290

and some regions of the piles.

Downwellings lead to a very high strain rate in the surrounding material (5⇥10�13 s�1) and consequently to a lower viscosity

(1020 Pa s) than in the ambient mantle. The grain size in the region around the downwelling is smaller (100 to 500 µm) due to the

higher stress resulting in a stronger grain damage and the advection of material through phase transitions. As can be observed

in figure 2, the strong, cold, basaltic material coming down from the surface has a small grain size and high viscosity. Once the295

cold material reaches the lowermost mantle it destroys the pile but does not mix with it (figure 3, bottom). The downwellings

force the pile to move aside and rearrange itself. The newly formed parts of the pile deform mainly in dislocation creep. The

rest of the pile along the CMB deforms mostly in diffusion creep (figure 2e).

We find that piles are pushed around by downwellings but are not affected by regular convection of the ambient mantle: The

panels a in figure 3 shows that piles distribute around the big top-right downwelling but do not stay below it. Piles appear to300
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Figure 2. Snapshots of mantle dynamics at 1.5 Gyr. The white line outlines the detected pile. A downwelling pushes the pile material around.
The downgoing material is characterised by a high viscosity, very small grain size and low temperature. It mainly deforms in diffusion creep,
as does most of the mantle. Only the upper mantle and parts of the pile accommodate more deformation in dislocation creep. The strain rate
in the mantle surrounding the downwelling is very high and viscosity surrounding the downwelling is very low.

be strong as long as no force acts on them, which can be attributed to the non-linearity of non-Newtonian fluids. It can also

be observed that after a certain time, grains have grown back and reach the size they were before the overturn event (figure 3,

top-left panel). The average viscosity of the pile also returns to the previous value (figure 3, center-left panel). This specific

time is further discussed in paragraph 3.2.4. The subducted basaltic material accumulating along the CMB tends to melt earlier

than pile- or harzburgitic material wherefore partial melt builds up where the slabs reach the CMB (> 50 % (black outlined305

region at 2.46 Gyr in figure 3). Once the basaltic material has warmed up and mixed with the ambient mantle the pile can settle

again along a larger area of the CMB.
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Table 1. List of grain size-related and general model set-up parameters. Grain size parameter are taken from Yamazaki et al. (2005).

Parameter Symbol Value Units

Model parameters
CMB temperature (initial) TCMB 5000 K
Surface temperature Tsurf 300 K
Surface thermal expansivity ↵ 3.0⇥10�5 1/K
Initial radiogenic heating H0 18.77⇥10�12 W/kg
Radiogenic heating half life 2.43⇥109 years
Radioactive elements partitioning Dp 0.1
Phase transition depths: olivine dol 2740/660/410 km
Phase transition depths: primordial dprim 2740/720/400/40 km
Phase transition depths: basalt dbs 2740/720/400/40 km
Phase transition temperature: olivine Tol 2300/1900/1600 K
Phase transition temperature: primordial Tprim 2300/1900/1600/1000 K
Phase transition temperature: basalt Tbs 2300/1900/1600/1000 K
Density changes at phase transitions: olivine �⇢ol 61.6/400/180 kg/m3

Density changes at phase transitions: primordial �⇢prim 61.6/400/150/350 kg/m3

Density changes at phase transitions: basalt �⇢bs 61.6/400/150/350 kg/m3

Clapeyron slope at phase transitions: olivine �ol 10/-2.5/2.5 MPa/K
Clapeyron slope at phase transitions: primordial �prim 10/1/1/1.5 MPa/K
Clapeyron slope at phase transitions: basalt �bs 10/1/1/1.5 MPa/K
Friction coefficient cf 0.01
Surface density: solid olivine ⇢s,ol 3240 kg/m3

Surface density: solid pyroxene-garnet ⇢s,pg 3080 kg/m3

Surface density: molten olivine ⇢m,ol 2900 kg/m3

Surface density: molten pyroxene-garnet ⇢m,pg 2900 kg/m3

Diffusion and dislocation creep parameters
Activation volume Vdf 5.5⇥10�7 m3/mol
Activation energy Edf 3.75⇥ 105 J/mol
Prefactor Adf see table 5
Viscosity jump �⌘df see table 5
Grain size exponent diffusion creep m 3.0
Activation volume Vds 2.9⇥10�7 m3/mol
Activation energy Eds 5.3⇥105 J/mol
Prefactor Ads 1.0275⇥ 10�7 s�1

Viscosity jump �⌘ds 2021.20 Pa s
Stress exponent dislocation creep n 3.5

Grain size evolution parameters
Initial grain size R0 100.0 µm
Grain growth exponent p 4.5
Grain surface tension � 106 Paµm
Activation energy EG 4.14⇥ 105 J/mol
Experimental prefactor k0 3.9811⇥ 106 µmp/s
Constant �2 3.5966
Constant �3 17.81427
Grain size reset depths 2740/660/520/410 km
Grain size after phase transition RT 5.0 µm
Damage fraction at 4000 K fbot 10�7
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Table 2. List of tested parameters.

Parameter Symbol Value Units

Primordial layer
Surface density: primordial ⇢prim 3080/3140 kg/m3

Viscosity factor ⌘prim 1/10
Thickness Dprim 200 km

Model parameter
Yield stress ⌧y 10/20/40 MPa
Yield stress gradient c⌧

y

0.05/0.1/0.2
Eruption efficiency er 0.5/0.7
Diffusion creep efficiency: upper mantle �UM 0.1/1.0/10.0
Diffusion creep efficiency: lower mantle �LM 0.1/1.0/10.0
Maximum damage fraction ftop 10�2/10�3/10�5
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3.2 Pile averages

In this section we examine the time-dependent dynamics and properties of the detected piles in detail. We find that the overall

pile dynamics and behaviour of the average properties mainly depend on different convection regimes throughout the run time.310

Therefore, the results are described in light of different tectonic regimes. We differentiate between stagnant lid phase, plate

tectonic-like/mobile-lid phase and overturn events.

We show one exemplary simulation and all average pile properties to present their evolution and interaction (additional

figures and observations are in the appendix). Pile averages of grain size, stress, strain rate, viscosity, temperature and rheology,

and the surface velocity are plotted over time (figure 4). The model is the same presented in the prior section. The primordial315

material of the simulation has the same viscosity and mechanical properties as basalt and a buoyancy number of Bprim = 0.14,

the yield stress in the simulation is 20 MPa, the yield stress gradient 0.1 and the eruption efficiency 0.7 (model No 72 in

table 5). This simulation shows different types of convection regimes: two stagnant lid-phases (up to 1.5 Gyr & after 3.5 Gyr),

overturn events (at 1.5 Gyr & at 3.2 & 3.4 Gyr) and a mobile lid-phase between 2.0 Gyr and 3.2 Gyr (figure 4). The convection

regimes are differentiated by plate velocity, where 1 cm/yr is the border between mobile and stagnant lid.320

3.2.1 Stagnant lid phase

During the first stagnant lid phase (until 1.5 Gyr), grain size and viscosity of the pile both increase and the pile dominantly

deforms in diffusion creep. Grain sizes vary between 6000 and 10000 µm (excluding the initiation phase) and viscosity between

1022 and 8⇥ 10

22 Pa s. The calculated equilibrium grain size plotted in figure 3 is very large during this stage, because the

work rate is stresses are low.325

Strain rate, stress, work rate and surface velocity decrease after the initiation of the simulation. The minimum strain rate

right before the overturn event is 8⇥10

�17 s�1 and the minimum stress 5⇥10

6 Pa. Accordingly, the work rate is the smallest

as well at that time with a value of 10�10 Pa s. Surface velocity strongly decreases to less than 10�3 cm/yr.

Initially, pile average temperature also starts to decrease, but after around 0.5 Myr it stays constant, which can be attributed

to the development of thick crust during the stagnant lid phase. This crust prevents the Earth and therefore also the pile from330

cooling down further. The average temperature of the pile during the stagnant lid phase is approximately 4400 K. The average

density of the pile starts off with the value imposed for the primordial layer and decreases slightly to 5680 kg/m3 until the

overturn event occurs at 1.5 Gyr.

During the second major stagnant lid phase (3.5-4.3 Gyr) all pile properties recover and grain size ,density as well as

viscosity reach values that are higher than during the mobile lid phase of the simulation. The surface velocity is not as low335

as during the first stagnant lid phase, but rather close to the mobile lid phase, especially towards the end of the simulation.

Accordingly, the average stress of the pile in the second stagnant lid phase is a higher than during the first stagnant lid phase.

Strain and work rate are both as small as towards the end of the first stagnant lid phase. The small variations in surface velocity

are reflected in small oscillations of the average stress, strain and work rate and rheology of the pile. The pile temperature can
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further decrease during the second stagnant lid phase because there still exists some movement at the surface, manifested by340

dripping of lithosphere.

3.2.2 Episodic overturn/Resurfacing phase

An overturn event (at 1.5 Gyr or 3.2 Gyr) is marked by a very high surface velocity because a lot of cold lithosphere

simultaneously moves down into the mantle. It is unfortunately impossible to observe such velocities (10 to 100 m·yr�1)

in the solar system as no planet is currently undergoing a resurfacing. However, velocities much larger than Earth’s plate veloc-345

ities are expected considering a much thicker destabilising lithosphere and only one plate. Hence, the resurfacing is associated

with a sudden increase and peak in the average strain rate, stress and work rate of the pile material due to the push of the

downwelling lithospheric material. The high fluctuations of stress work rate lead to a very low equilibrium grain size which

resets resetting the grain size in the piles during the overturn and downwellings events. Following the diminished grain size,

the viscosity decreases as well.350

The rheology is dislocation creep-dominated during thestress high work rate phase, and then quickly returns to diffusion-

dominated once the grains are small and have not yet had time to grow back. Since the period of high work rate stress and

strain rate is short, grain size and viscosity quickly recover and return to the values prior to the overturn event (see 3.2.4).

Density decreases during the resurfacing as well which can be explained by the relocation of pile material. The pile moves

away from the CMB where the cold and stiff previous lithosphere accumulates. Therefore, pile material rises up higher where355

density is lower. Similar to viscosity and grain size, density recovers after the pile re-settles along a wider area of the CMB.

3.2.3 Plate tectonic-like/Mobile lid-phase

During the mobile lid-phase, stress, strain rate, thus also the work rate, rheology, and surface velocity show a lot of variations.

The pile average viscosity and grain size follow the variations of the work rate, as expected. but pile density barely reflects

the other properties’ variations during the mobile lid-phase Deformation of the pile is mainly performed in diffusion creep, but360

with a higher component of dislocation creep than during the stagnant lid-phase. The average pile temperature continuously

decreases during the mobile lid-phase because of the absent of an insulating thick lithosphere at the surface.

3.2.4 Pile recovery time and self-regulation effect

We observe that at the end of the simulations average properties are all alike, independent of the convection regime and con-

vection history. This is because average properties quickly return to former values (’recover’) after fluctuations due to down-365

wellings or episodic overturns. We call this the ’self-regulation effect’ and observe it for all properties (excluding temperature).

The time window of recovery depends, on the one hand, on the vigorousness vigour of the convection (densitystress) and,

on the other hand, on the grains’ drive to reach the equilibrium grain size (figure 3, top). Figures 3 and 4 illustrate how fast the

piles’ grain size and other properties recover after one overturn event. We call this the recovery time t
rec

of the piles. For grain
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size specifically, it can be computed by reformulating the grain growth term to370

tR,rec =
Rp

G
. (22)

We find the grain size-recovery time to be approximately 420 Myr for a temperature of 4400 K and an estimated recovered

grain size of 9000 µm. This result relates to the plotted grain size in figure 3.

21



Table 6. First-order regressions of pile spatial and temporal averages. Temperature and density are fitted with an additive form as their
variations are small. Viscosity, rheology and grain size are fitted with a power law equation.

Regression = a0 + a1 er+ a2 log
⇣

f
top

10�3

⌘
+ a3 log (�UM )+ a4 log (�LM )+ a5⌧y + a6

⇢prim�3110

30 + a7 log
�
⌘prim

�
+ a8

c
⌧

y

�0.1

0.1

a0 a1 a2 a3 a4 a5 a6 a7 a8 Error
Temperature 4413.74 -141.48 -25.56 2.891 -2.092 3.218 21.15 -21.04 62.26 1.01 %
Density 5594.84 31.28 -0.266 1.952 4.053 0.0484 54.92 -10.51 -10.40 0.22 %

Regression = a0

�
er
0.6

�a1
⇣

f
top

10�3

⌘a2

�a3
UM�a4

LM

� ⌧
y

2·107
�a5

� ⇢prim
3110

�a6 ⌘a7
prim

⇣
c
⌧

y

0.1

⌘a8

a0 a1 a2 a3 a4 a5 a6 a7 a8 Error
Viscosity 5.93·1022 0.151 0.0471 -0.140 -0.150 0.0502 2.305 0.988 -0.0264 29.96 %
Rheology 0.0739 0.0986 0.113 -1.282 -1.081 -2.51·10�7 -12.21 0.423 0.0696 36.96 %
Grain size 8.90·103 -9.31·10�6 -0.0131 0.0250 0.0122 0.0180 2.731 0.0131 0.0779 4.82 %

3.2.5 Dependency of Pile Properties on input Parameters

In order to estimate the importance of each input parameters on the effective properties of the thermo-chemical piles, we375

perform empirical regressions of the time and space averages reported in table 5. For temperature and density we use an

additive form, since their variations are rather small. Grain size, viscosity and rheology are fit with a power law equation. Since

we use spatial and temporal averages, we can only report first order correlations. The input parameters that are found to be

important are printed in bold characters.

We observe that the pile temperature mostly depends on the eruption efficiency and the yield stress gradient (table 5). If380

the eruption efficiency is changed from only intrusive to completely extrusive, the temperature of the pile will decrease. This

behaviour can be explained with extensive cold downwelling basalt eclogite in case of a completely extrusive regime. When the

cold eclogite reaches the CMB, it cools the piles more efficiently than the warm eclogitic drips that occur in case of imposed

intrusive magmatism. If the yield stress gradient increases by 0.1, the pile average temperature rises as less cold material

reaches the CMB. Other variables do not significantly influence the pile temperature. The error of around 1% on temperature385

is relatively high, but we need to consider that we perform these regressions on temporal and spatial averages.

Density andThe viscosity of the pile mainly depends on the input density and viscosity, respectively. The error are low for

both density (0.22%) and for viscosity is low at ⇡30%, taking into account the logarithmic behaviour of viscosity. The average

rheology of the pile is mainly affected by the prescribed effectiveness of diffusion creep in the upper and lower mantle (�
UM

and �
LM

), and to a lower extent by the prefactor of the initial viscosity of the pile.390

Interestingly, the average grain size does not depend on any of the input parameters. All exponents are very small and

the error with 4% is low (table (5), meaning the regression fits the behaviour of grain size well. This result underlines the

self-regulating behaviour of grain size evolution in an evolutionary convection model.
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3.3 1D-profiles

In this section we report detailed observations on the differences between pile and ambient mantle properties, focusing on395

viscosity, grain size, temperature and rheology during different tectonic phases. To investigate how these properties evolve

with time, we again show profiles inside and outside the pile for five different time steps, using model No 72.

We first present some general observations of how the investigated properties vary within the ambient mantle and the piles.

3.3.1 Grain size - General trend

Grain size is very small in the lithosphere and quickly increases to sizes of around 1000 µm in the upper mantle. Differences400

between different time steps are negligible (figure 5). Below 660 km, grains become larger and the differences between time

steps increase as well. Inside the pile, grains are larger than in the ambient mantle. The post-perovskite transition at 2740 km

leads to a reduction in grain size within the piles as well as within the ambient mantle. However, grain size quickly grows after

passing the transition and a final grain size of around 10000 µm is reached at the CMB.

3.3.2 Viscosity - General trend405

Next, we investigate how viscosity changes with time and how ambient mantle-viscosity differs from pile-viscosity. We ob-

serve that all sub-figures show a similar behaviour. Generally, the viscosity is very high in the crust, then decreases up to the

660 km boundary, where it instantly rises to a value of around 1023 Pa s. This value remains approximately constant until the

post-perovskite phase transition is reached. There, the viscosity increases rapidly up to the core-mantle boundary. Different

time snaps do not display a significantly different behaviour. An exception are viscosities very close to the CMB. Likely, the410

variations arise due to the amount of subducted material accumulated at that certain time snap at the CMB. Within the described

general trend there are some variations, depending on the set of input parameters. These variations are described below.

3.3.3 Rheology - General trend

At all time steps, the lithosphere deforms in diffusion creep while the upper mantle is diffusion creep-dominated but shows

also a strong component of dislocation creep. The mid- and lower ambient mantle deform in diffusion creep. At the CMB,415

deformation mechanisms vary strongly, from completely diffusion-dominated creep to dislocation creep-governed deformation.

Piles deform with diffusion creep, whereas the lowermost ambient mantle is governed by dislocation creep because it is slightly

warmer. The grain size reset at the post-perovskite transition (2740 km) is responsible for the increase in diffusion creep-

accommodated deformation within the pile.

3.3.4 Temperature - General Trend420

The temperature increases rapidly in the upper 400 km, followed by a nearly steady temperature and a second pronounced

increase in the lowermost mantle from around 2500 km up to the CMB.
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Figure 5. 1D-profiles of grain size, viscosity, temperature and rheology through the whole model domain (model No 72). The dashed lines
show the average values of crust and ambient mantle for five time steps, the solid curves show average properties within the pile for the same
time steps. Convection regime descriptions are provided in the legend.

3.3.5 Convection regime dependence

During the initial stagnant lid phase, grains are generally still relatively small and viscosity in the ambient mantle is high,

which coincides with the lower temperature. During this phase, the deformation is strongly dominated by diffusion creep. Right425

before 1.5 Gyr, a resurfacing starts. At 1.5 Gyr, a slab has already subducted and the rest of the lithosphere follows shortly

after. The deformation mechanism has a higher component of dislocation creep due to stress induced by the downwelling

basaltic material and the large grain size, which reaches its maximum at this time step. Because of the latter, viscosity is

high, although temperature also reaches the maximum. At time 2.5 Gyr, the convection regime is plate-tectonic-like with

constant downwellings inducing constant stress. This results in a decrease in grain size, viscosity and temperature. Following430

the recrystallization of grains, the deformation is strongly dominated by diffusion creep. The profiles plotted for 3.5 Gyr show

the deformation regime, grain size, viscosity and temperature right at the end of two resurfacing events. Accordingly, the

grains have strongly recrystallized which is succeed by a decrease in viscosity. The rheology also shows, by a slightly higher

component of diffusion creep than before, that grains are smaller than at 2.5 Ga, and that the constant stress has stopped.

At 4.5 Gyr, the model has been in stagnant lid for around 1 Gyr which leads to a increase in temperature and strong grain435

growth. Viscosity increases a lot, accordingly. At the same time, dislocation creep gets slightly more important again, but the

deformation is still governed by diffusion creep.
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3.4 Influence of Grain size and Temperature on the Viscosity of the Pile and the Mantle

Investigating average values for temperature, grain size and viscosity inside the pile helps us to understand the relative impor-

tance of grain size and temperature on the viscosity of the pile. We look at two exemplary cases (No 3 and No 7 in table 5). The440

two runs use identical parameters except for the imposed density of the primordial layer: 3080 kg/m3 in the simulation shown

on the left side (No 3), and 3140 kg/m3 in the model shown on the right side (No 7) in figure 6.

Figure 6 demonstrates that grain size and viscosity evolution are correlated in the pile. Both, a) and b) show an increase in

viscosity when grains grow. However, grains only start growing after viscosity has already increased e.g. after a downwelling

(figure 6 a)). This implies that viscosity does not solely depend on grain size. We additionally observe a correlation between445

rising temperature and decreasing viscosity in the pile, e.g. after the overturn event or during the first 0.5 Gyr (figure 6 b).

The general trend of decreasing temperature is reconcilable with the overall increase in viscosity. We also find that grain size

and temperature are anti-correlated, although one might expect that grains stop or slow down their growth when temperature

decreases. The observed anti-correlation is explicable with several arguments: although the overall temperature inside the pile

decreases, the actual temperature inside the pile is high enough for grains to grow. Secondly, grain growth does mainly depend450

on the absence of stress or strain rate. If the strain rate within the pile is small, grains will grow because the damage term is

small (equation 15). From the above described findings we conclude that both pile-grain size and pile-temperature buffer the

development of pile-viscosity in opposite directions in our simulations.

In figure 7 we present 1D-profiles for five different time steps during the model evolution (simulation No 73). The 1D-

profiles show averaged values for each depth inside (solid line) and outside (dashed line) the pile. Temperature and grain size455

in the ambient mantle steadily increase with time, whereas viscosity decreases. The very low viscosity of the ambient mantle at

1.5 Gyr can be explained with a large downwelling occurring right before 1.5 Gyr which leads to high stresses and strain rates,
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and accumulates along the CMB. The same downwelling also explains why the grain size has not increased a lot until 1.5 Gyr

and why the grain size is very low along the CMB. The high viscosity close to the CMB at times 2.5 Gyr and 3.5 Gyr can be

attributed to the accumulation of stiff, subducted material from previous downwellings and resurfacing events. Although the460

viscosity of the presented simulation decreases with time, models employing a purely temperature-dependent viscosity have a

much stronger decrease. By using the average temperatures for a depth of 1500 km at times 0.5 Gyr and 4.5 Gyr, we calculate

a viscosity ratio of

⌘
T=2600

⌘
T=3200

= exp


PV +E

R

✓
1

2600

� 1

3200

◆�
⇡ 25.8 (23)

using P =50 MPa, E = 3.75⇥10

5 J/mol and V = 5.5⇥10

�7 m3/mol and R= 8.314 J·K�1mol�1. With a grain size-dependent465

viscosity, the viscosity ratio is only ⌘R(T = 2600)/⌘R(T = 3200)⇡ 2.8.

From figure 7 we can conclude that in the ambient mantle, grain size and temperature are correlated, and, on the other hand,

grain size evolution strongly decreases the effective temperature-dependence of the viscosity. This is the opposite behaviour

to what has been shown in figure 6 for average pile properties. However, the 1D-profiles through pile material in figure 7

support the results presented in figure 6. Hence, we infer, that for the chosen parameters, temperature dominates the viscosity470

evolution in the ambient mantle, and grain size regulates the viscosity development in the pile. The reason for the small effect

of temperature on pile-viscosity is that the pile buffers the core temperature and thus, pile-temperature stays nearly constant

over the whole evolution (it varies only 300 K).

4 Discussion

4.1 Grain size in thermo-chemical Piles and ambient Mantle475

Our simulations show that deformation in the lower mantle as well as in thermo-chemical piles is mainly accommodated by

diffusion creep. Exceptions during phases of overturn and intense downwelling events result in dislocation creep-dominated

deformation or an even contribution of diffusion and dislocation creep in the piles. During these events, the lower mantle

deforms mainly in dislocation creep in regions adjacent to the downwelling. These observations are very similar to findings

by McNamara et al. (2002) who also used a composite rheology, though without specifically considering grain size evolution.480

Although there exists a surprisingly good agreement between our and their results, we observe a different deformation mech-

anism along the CMB. Whereas McNamara et al. (2002) find diffusion creep to dominate deformation, our simulations rather

suggest a slight domination of dislocation creep. However, hypotheses featuring strongly dislocation creep-governed deforma-

tion due to a large grain size because of high temperatures along the CMB (Dannberg et al., 2017) cannot be confirmed. The

anisotropy observed in some parts of the D”-layer (Lay and Young, 1991; Lay et al., 1998; Garnero, 2000; Kendall and Silver,485

1996), specifically in regions of high stress (Karato, 1998) can be explained by regionally occurring dislocation creep due

to downwelling-induced high stresses as has been proposed by Karato (1998). Seismic anisotropy resulting from dislocation

creep in the rest of the D”-layer can better be explained by material layering, aligned inclusions or flow fabrics due to a strongly
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sheared thermal boundary layer and crystalline alignment as has been suggested by for example Kendall and Silver (1996) and

Doornbos et al. (1986), respectively.490

As noted by (Dannberg et al., 2017), LLSVPs are potential regions for large grain size as the stability of LLSVPs and the

high temperature gives grains the right conditions to grow. However, we find that the size of the grains is limited and reaches

an equilibrium grain size that is not very different from the grain size in the ambient mantle (figure 5). Therefore, it is difficult

to explain a possible higher stiffness of LLSVPs with large grain size.
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As Ranalli and Fischer (1984) mention, it is impossible to know the grain size in the lower mantle. Therefore, geodynamic495

studies, in combination with mineral physics studies, can provide an estimate of the grain size and are of great relevance to

understand the viscosity and dynamics of the deep Earth. The average grain size we find in the lower mantle is on the order of

2000 to 7000 µm, increasing with depth and time (in piles generally higher) and could, in the future, be compared to similar

geodynamic studies, using the same or different grain size evolution equations. Opposite to thoughts mentioned by In contrast

to Ranalli and Fischer (1984), we find that even with a large grain size of up to 7000 µm the lower mantle can deform by500

Newtonian-dominated deformation, and is not necessarily non-linear.

4.2 Recovery Time in the Earth

If we assume that in the Earth stresses are generally higher than in the presented model because of continuous subduction, the

equilibrium grain size and the recovery time for grain size would be smaller and shorter, respectively. A rough estimate for the

equilibrium grain size in the Earth can be calculated by using the relations ✏̇Earth = vplate/Dmantle and ⌧Earth = 2⌘Earth✏̇Earth, where505

use vplate = 3 cm/yr as the plate velocity at surface, Dmantle =3000 km as the thickness of the Earth’s mantle and ⌘Earth = 5⇥
10

22 Pa s as the viscosity in the lower mantle. This results in a strain rate of ✏̇Earth ⇡ 3⇥10

�16 s�1 and stress of ⌧Earth ⇡ 30 MPa

which leads to an average equilibrium grain size of around 4000 µm for Earth’s piles (figure 3). The recovery time for this

equilibrium grain size of 4000 µm would be on the order of 215 Myr, when assuming a temperature of 3500 K inside the piles.

However, the recovery grain size of the pile will probably be smaller than the equilibrium grain size, similar to the observation510

shown in figure 3 for the pile in our simulations. Hence, if we instead assume a recovery grain size of only 3000 µm, we receive

a much shorter recovery time of 50 Myr. Since the recovery time equation (equation 22) is very sensitive to both grain size and

temperature, the recovery time of thermo-chemical piles in the Earth might vary a lot, depending on the temperature and the

deformation history of the pile.

4.3 Spatial Distribution of Piles515

Our results contribute to the ongoing debate about whether piles are intrinsically stable features that spatially determine sub-

duction zones, or are rather defined by subducting slabs themselves. Within the parameter range we studied, we observe that

downgoing slabs are responsible for the spatial distribution of piles and their morphology, as has been noted in previous studies

by (e.g. McNamara and Zhong, 2004, 2005). However, unlike findings by McNamara and Zhong (2004), we do not see a

difference in pile morphology when a viscosity contrast between pile material and ambient mantle is introduced, although we520

do not investigate a large parameter space since we do not focus on pile morphology in this study. We further do not find that

grain size assists the stabilisation of thermochemical piles by increasing their resistance to downgoing slabs. On the oppositeIn

contrast, we note that piles are strong as long as they are not exposed to stress, but weak when slabs exert stress on the piles.

This behaviour can be attributed to the non-Newtonian rheology in the composite rheology formulation.

Our thermo-chemical piles are also not surrounded by plume generation zones (PGZ), as suggested by Burke et al. (2008),525

but plumes rise directly from the piles as well as from their margins. They, as others (Torsvik et al., 2006, 2010; Dziewonski

et al., 2010), concluded that LLVPs (in geodynamics referred to as thermo-chemical piles) have been stable in time because the
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downward projection of Large Igneous Province (LIP) sites can be linked to the margins of LLSVPs after rotating them back

to their original eruption sites. LIPs in the 200 and 500 Myr age range let them conclude that LLSVPs have been occupying

the same location for the same duration. Stable piles can only be confirmed with our models in the case of the absence of530

strong downwellings (subduction zones), hence for the last 200 to 500 Myr because we observe that downwellings govern

the piles’ spatial distribution. If there are no strong downwelling events disturbing the location of the piles, we can observe

piles stable for at least 300 Myr. However, without dominant downwellings, we do not see plate tectonic-like behaviour in

our simulations, implying that we either observe stable piles or plate tectonic-like behaviour, but not both simultaneously.

Even without a plate tectonic-like convection regime in our models, it is difficult to draw conclusions about the actual stability535

and spatial distribution of LLSVPs. Problematic is that we neither employ realistic plate velocities, nor use three-dimensional

models.

4.4 Viscosity in thermo-chemical Piles and ambient Mantle

Our results show that grain size has a great impact on the viscosity in numerical convection models. Similar to results by

Dannberg et al. (2017), we observe strong lateral variations in grain size and resulting viscosity in our simulations, particularly540

during resurfacings or prominent downwellings. Overturn events lead to a distinct ’bimodal’ behaviour in which one half of

the spherical annulus shows a distinct decrease in viscosity and smaller grain size than the other half (figure 3, 1.58 Gyr).

Downgoing slabs are surrounded by regions with lower grain size, high strain rate and reduced viscosity. This finding agrees

well with what Dannberg et al. (2017) reported. However, in times without any particular downwelling event we do not observe

strong lateral viscosity variations in the lower mantle. Viscosity is relatively uniform, having values between 5⇥ 10

22 and545

5⇥ 10

24 Pa s. Most of the lower mantle has a viscosity on the order of 5⇥ 10

23 Pa s. Solomatov and Moresi (1996); Karato

and Rubie (1997); Solomatov et al. (2002); Korenaga (2005) suggest that higher temperatures in plumes could result in higher

viscosity due to larger grains. This suggestion cannot be supported with our simulations, but might be probable if different

grain growth parameters, for example stronger grain growth, were used. In our simulations, the expected increase in viscosity

due to larger grain size in plumes is buffered by the higher temperature of the plume itself. The surprisingly high viscosity of550

regions with a high melt fraction is not a physical observation but results from how the overall viscosity is computed. We only

use the grain size in the solid matrix to compute the viscosity and neglect the impact of the melt content, which is usually fine

except for regions with a particularly high melt content.

We further observe that due to the fast recovery of decreased grain size, viscosity quickly reaches values prior to any

subduction or overturn event. Although we observe this self-regulating effect specifically for piles, we propose that the whole555

mantle might behave in a similar way. This proposition is supported by the observation that the viscosity variations with time

are much smaller when using a composite, grain size-dependent viscosity than when using a simple Arrhenius-type viscosity

formulation. If the self-regulating effect can also be observed for the whole mantle, the recovery time of grain size could for

example be calculated for regions affected by subduction and provide information on healing and deformation recovery.
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5 Conclusion560

Our results demonstrate that thermochemical piles mainly deform in diffusion creep. During downwelling and overturn events,

dislocation creep-accommodated deformation gains importance and can be, but is not necessarily, the dominant deformation

mechanism. The spatial distribution of piles depends on the location of subducting slabs and downwelling material. The slightly

larger pile grain size compared to the ambient mantle does not lead to stiff features which are able to dominate the dynamics of

the lowermost mantle. Once piles are exposed to stress, they are weak features that are swept around the CMB. This behaviour565

can be explained by the non-Newtonian rheology with which piles deform. Properties of the piles, such as density, viscosity,

strain and work rate, stress or grain size are self-regulating, meaning that after a significant downwelling/resurfacing the values

quickly recover to values prior to the event affecting the pile.

Although in our simulations dislocation creep seldom occurs in the lower mantle, we see its association with downwellings.

If this information is transferred to the Earth, we can infer that due to continuous subduction there exist more areas under high570

stress than what we have observed in our simulations. This could potentially lead to more dislocation creep, which in turn could

explain long-lasting seismic anisotropy in the lowermost mantle without the need for material layering, crystalline alignment

or induced flow fabric.

In our models we find a relatively uniform viscosity in both upper and lower mantles, unless large overturn events occur.

The viscosities of hot plumes and thermo-chemical piles do not differ significantly from ambient mantle viscosity. On the other575

hand, downgoing slabs display a much larger viscosity, even when reaching the CMB. Overall, our results suggest that viscosity

depends more on grain size than on temperature, specifically when constant stress due to downwellings and resurfacing events

is present. Our results further demonstrate that the viscosity change over time is considerably smaller in simulations using a

grain size-dependent viscosity than in models employing only an Arrhenius-type viscosity. These findings let us conclude that

grain size is important to consider in the viscosity formulation of evolutionary convection models.580
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