
  

  

 

Dear Professor Federico Rossetti, 

 

We are now resubmitting a revised version of our manuscript, originally entitled “A review and 

evaluation of the methodology for digitising 2D fracture networks and topographic lineaments 

in GIS”. 

 

The original focus of the manuscript was to provide an insight into each step of the method and 

the potential pitfalls, improving the quality of data in future studies and making the method 

more accessible to a wider range of users.  We never meant this manuscript as a review of all 

fracture data capture methods, and perhaps this led to unrealistic expectations for the reviewers. 

In the revised manuscript, we have refocussed on the detail of the methodology and its potential 

uses rather than a review of digital fracture analysis, therefore, we are retitling the manuscript: 

“Data acquisition by digitising 2D fracture networks and topographic lineaments in GIS: further 

development and applications”. The paper is primarily aimed at workers without access to 

expensive software or equipment and scientists outside of structural geology, such as 

geotechnical engineers, geomorphologists and groundwater modellers. 

 

We have reorganised the manuscript to 1) provide a clearer understanding of where this method 

fits within the current literature, 2) provide a better understanding of the potential contribution 

that the method will make to large-scale digital fracture datasets and 3) provide an important 

outline of good practice for gathering digital fracture data for future studies. 

 

Changes to the manuscript are in two parts, 1) a reorganisation of the introduction to address 

issues around the novelty of the method, and 2) a development of the discussion to demonstrate 

the usefulness of the method. The aim of this manuscript is to provide a detailed description 

and discussion of the digital fracture network analysis methodology and to set out an important 

standard for future studies. Furthermore, we aimed to make the technique more accessible to a 

wider audience (in particular in developing countries), which is reason for the presentation of 

the method using open-access software and publishing in an open-access journal. In the new 

title and the restructured introduction, we have refocused the emphasis of the paper onto the 

methodology, with some context in terms of how the methodology fits with 1D to 3D fracture 

network analysis.  
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To address points 3 and 4, in regard to the usefulness of the technique we have added a new 

case study, which is an example of how the method can be used on historic photographs of 

sections that are no longer available and therefore it would otherwise be impossible to gather 

fracture network data. Furthermore, we have developed the discussion to focus on the on digital 

benefits of the method, in terms of generating large datasets across large areas, which is 

particularly relevant in modern geoscience field campaigns. The refocussing of the discussion 

onto the benefits in terms of digital data acquisition and management for broad range of studies 

helps demonstrates the useful of the method for wide range of studies in a range of 

circumstances where conventional analogue fracture network analysis is not applicable.  

 

The review suggests the technique has limited useful as it does provide data on surface 

orientation. In the various examples provided the parameters that are derived from digital 

fracture network analysis include length, spacing, density and relative orientation. In these case 

studies these fracture network parameters provide an important understanding in terms of rock 

mass strength, groundwater properties and erodibility. We strongly disagree with the point as 

there are number the 2D geometric and topological parameters that are used to understand 

fracture networks in broad range of contexts. 

 

Thank you for taking the time to consider our manuscript for publication with Solid Earth. 

Yours sincerely, 

Dr Romesh Palamakumbura 

On behalf of the co-authors 
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 7 

Abstract. Understanding the impact of fracture networks on rock mass properties is an essential part of 8 

a wide range of applications in geosciences, from understanding permeability of groundwater aquifers 9 

and hydrocarbon reservoirs to erodibility properties and slope stability of rock masses for geotechnical 10 

engineering. However, gathering high quality, oriented-fracture datasets in the field can be difficult and 11 

time consuming, for example due to constraints on time or access (e.g. cliffs). Therefore, a method for 12 

obtaining accurate, quantitative fracture data from photographs is a significant benefit. In this paper we 13 

describe and evaluate thea method for generating a series of digital fracture traces in GIS-environment, 14 

in which spatial analysis of a fracture network can be carried out. The method is not meant to replace 15 

the gathering of data in the field, but to be used in conjunction, and is well suited where fieldwork time 16 

is limited, or where the section cannot be accessed directly. The basis of the method is the generation 17 

of the vector dataset (shapefile) of a fracture network from a georeferenced photograph of an outcrop 18 

in a GIS environment. From that shapefile, key parameters such as fracture density and orientation can 19 

be calculated. Furthermore, in the GIS-environment more complex spatial calculations and graphical 20 

plots can be carried out such as heat maps of fracture density. Advantages and limitations compared to 21 

other fracture network capture methods are discussed.There are a number of advantages to using a 22 

digital method for gathering fracture data including: time efficiency, generating large fracture network 23 

datasets, flexibility during data gathering and consistency of data. 24 

 25 

1 Introduction 26 

Fractures are the main pathways of fluid flow in rocks, and exert a strong influence on rock mass 27 

properties. The characterisation of fracture networks is an essential aspect of various applications in the 28 

eEarth sciences, for example to understand and predict the behaviour of fluid flow in groundwater 29 

aquifers (Singhal and Gupta, 2010; Follin et al. 2014) and hydrocarbon reservoirs, and the erodibility 30 

and slope stability of rock masses (Clarke and Burbank, 2010).  Fracture network data are essential for 31 

assessing future sites of nuclear waste repositories (Follin et al.et al. 2007), predicting rock slope 32 
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stability (Selby, 1982; Park et al.,et al. 2005) and understanding intact rock strength for engineering of 33 

infrastructure (Hoek and Brown, 1997; Zhan et al.,et al. 2017; Ren et al.,et al. 2017). Thus, fracture 34 

network analysis is a critical component of applied geological characterisation required for ensuring 35 

water and energy security, supporting infrastructure development, and protecting human health, which 36 

are identified as key Sustainable Development Goals (cf. Schrodt et al.,et al. 2019).   37 

For these diverse applicationsTo characterise fracture networks, a range of fracture network parameters 38 

need to be captured and analyseddetermined, including the fracture density, connectivity, and 39 

orientations (e.g. Singhal and Gupta, 2010CITE). These properties arecan be highly spatially variable 40 

over a range of scales, and their variabilitywhich cannot be accurately predicted (Long et al. 41 

1987?CITE)., thereforeso thatThe comprehensive capture of observational data is typically required for 42 

applied fracture analysisto characterise fracture network variability over large areas. Due to the limited 43 

distribution of suitable rock exposures in many settings, comprehensive understanding  of the variability 44 

of fracture network parameters at regional scales requires sampling at multiple sites (e.g. McCaffrey et 45 

al.et al. 2020). Practical constraints on samplingdata collection are therefore critical factors.; 46 

Cconstraints on the number of sites that can be sampledanalysed in a given study increases uncertainty 47 

in estimations of fracture properties of the wider rock mass. andThis uncertainty limits the scales at 48 

which analyses can be reasonably applied given these uncertainties. 49 

 50 

The need for efficient and robust methods for quantitative capture of fracture data is well recognised, 51 

and methods utilisingusing statistically-based observational techniques (Mauldon et al.,et al. 2001), and 52 

systematic regional sampling (e.g. Watkins et al.,et al. 2015) have previously been proposed. We build 53 

on previous developments in fracture sampling by focusing on methods for digital data capture from 54 

2D outcrop images. Methods for 2D digital capture have been developed and applied in structural 55 

geology contexts to derive a range of fracture parameters, including orientation, spacing, length, 56 

density/intensity and various connectivity proxies (summarised in Singhal and Gupta, 2010; Sanderson 57 

and Nixon, 2015; Peacock et al., 2016; Laubach et al., 2019).  58 

The ready availability of digital cameras and suitable open-source software means that the 2D digital 59 

capture methods have potential for wider adoption across applied geoscience fields where traditional, 60 

low-cost  1D and analogue sampling methods are still widely used (Siddique et al. 2015; Panthee et al. 61 

2016). Whilst advanced 3D methods for outcrop imaging and fracture analysis are now available 62 

(CITETavani et al. 2016; Bisdom et al. 2017)., Llimited access to necessary hardware, software and 63 

training technology and practical constraints on deployment, may limit the wider adoption of these high-64 

cost techniques in many applied research contexts. Furthermore S, systematic 2D digital capture 65 

methods have particular relevance for studies (1) where large datasets are required from multiple sites, 66 

(2) where advanced outcrop scanning or unmanned aerial vehicle (UAV) systems are not available or 67 
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are impractical to use;, (3) where historic images (such as from quarries, canal excavations or road 68 

cuttings) provide a valuable data source, or (4) for multi-scalar analysis utilisingusing micro (e.g. thin 69 

section) to macro (e.g. satellite) scale images.  70 

Here we describe evaluate good practice in the use of low-cost 2D digital methods for efficient capture 71 

and visualisation of a range of fracture parameters and illustrate how these methods can be integrated 72 

readily into applied studiesused across a range of applied geoscience fields (Figure 1). Although the 73 

method has been used before (Krabbendam and Bradwell, 2014; Watkins et al.,et al. 2015a; 74 

Krabbendam et al.et al. 2016; Healy et al.,et al. 2017) no comprehensive description of the method has 75 

been published.      76 

[ALTERANTIVE TO PARA ABOVE…] Building on previous work (Krabbendam and Bradwell, 2014; Pless et al., 2015; 77 

Watkins et al., 2015a; Krabbendam et al. 2016; Healy et al., 2017) we present and develop a method for 78 

capturing a 2D fracture network as a digital (GIS) dataset from outcrop photographs. From this dataset, 79 

numerous key spatial relationships and parameters can be calculated.  The only equipment needed are a high-80 

quality digital camera, a measuring stick and GIS software (e.g. open source QGIS) for digitisation and analysis. 81 

This method can also be applied to georeferenced (orthorectified) aerial photos, hillshaded DTMs and satellite 82 

imagery for the characterisation of topographic lineaments. In addition, historic photos from now-infilled 83 

excavations or quarries can be used, as long as the photos have a useable scale.  84 

 85 

For 2D fracture network analysis, there are a number fracture parameters that are widely used, including 86 

orientation, spacing, length, density/intensity and various connectivity proxies (summarised in Singhal 87 

and Gupta, 2010; Sanderson and Nixon, 2015; Peacock et al., 2016; Laubach et al., 2019).  In this paper, 88 

we present and evaluate a 2D digital fracture network analysis method that is commonly in use in 89 

structural geology, and through numerous case studies we demonstrate the wider potential of this 90 

method for other users, for example geotechnical engineers, groundwater modellers and 91 

geomorphologists (Figure 1). 92 
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 93 

Figure 1: Flowchart providing an overview of the methodology used for digitising linear features, from preparing 94 

an image, digitising the features to output of data. Digital elevation model examples are taken from Next 95 

map © in Scotland, and the satellite image of Oman example is taken from Google Earth ©. 96 

2. Summary of fracture data capture methods 97 
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A complete uUnderstanding ofthe effect of a fracture network on the properties, for example for detailed 98 

analysis of fluid flow, of a rock mass requires observationsacquisition of many parameters a range 99 

ofvarious measured parameters such as length, orientations, density and spacing (Singhal and Gupta, 100 

2010).; Nnetwork topology, such as is used to understand how connected a fracture network is and can 101 

be characterised by derived parameters such as fracture connectivity, percolation potential and 102 

clustering (Manzocchi, 2002; Sanderson and Nixon, 2019). Finally, ; and fracture character, such as 103 

aperture, fracture fill and paragenesis history provide an important understanding of the fracture 104 

network history, fluid flow and fracture strength (Carlsson, 1979; Laubach et al.,et al. 2019). Some of 105 

these parameters, such as fracture aperture and fill can only be acquired by direct observation, whilst 106 

others can be derived from analysis of images – and can thus be potentially captured using relating to 107 

fracture geometry, topology and character (e.g. aperture size and fill), and both field and digital capture 108 

methods typically need to be combined to derive suitable datasets (e.g. Laubach et al., 2019). digital 109 

image methods (e.g. Watkins et al. 2015; Healy et al. 2017). However, depending on the application, 110 

not all these parameters are necessarily required: for some application fracture connectivity is important, 111 

for others fracture orientation is important. 112 

Fracture networks can be characterised in different dimensions using a number of approaches.   113 

1D approaches include borehole fracture analysis and outcrop-based scanline surveys and (by necessity) 114 

borehole fracture analysis, typically represented by the number of fractures per unit length, i.e. 115 

frequency. 1D approaches are relatively rapid, but cannot directly constrain certain parameters such as 116 

fracture length and connectivity.  : iIf the fracture network is anisotropic,  (which is commonly the 117 

case), the characterisation is biased by the orientation of the scanline or the borehole (‘orientation bias’; 118 

Singhal and Gupta, 2010; Zeeb et al.et al. 2013b; Watkins et al.et al. 2015b).   119 

3D (really 2.5D) outcrop analysis using laser scanning provides a fuller analysis (e.g. Pless et al., 2015) 120 

but requires expensive equipment and is time-consuming in its processing. Unmanned Aerial Vehicles 121 

(UAVs) are used to generate high resolution images of an outcrop, with 3D information generated with 122 

techniques such as structure from motion (SfM) photogrammetry (Vasuki et al., 2014). True 3D 123 

characterisation is possible using CT scanning, but is restricted to very small samples (Voorn et al. 124 

2015).  125 

In 2D fracture network analysis, a circular scanline or sampling window is commonly usedAs a 126 

compromise, many studies employ a 2D approach. Normally, this uses some form of characterisation 127 

within a circular window on a rock outcrop (Davies et al, 1996; Rohrbaugh et al.et al. 2002; Watkins et 128 

al.et al. 2015a).; Iin the field, . Generally, for 2D analysis a circular scanline or window approach is 129 

taken. this is commonly carried out by using a circular ‘chalk line’ is drawn on an outcrop, within which 130 

the fractures and their attributeskey geometry’s are captured. Connectivity within two-dimensional 131 

fracture networks can be parameterized by characterising the different types of fracture terminations 132 
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and intersections, which can be used to understand fluid percolation potential (e.g. Manzocchi, 2002). 133 

Full field-based capture is very time consuming, particularly when data from multiple sites are required, 134 

and may be impractical or impossible for many outcrops, such as quarries, cliffs and coastal platforms. 135 

Time constraints normally mean that field-based methods are also limited in their scale of application, 136 

with typical sampling window diameters of 1 – 2 m being commonly used (e.g. Watkins et al.,et al. 137 

2015; CITE othersProcter and Sanderson, 2018). This limitation means that variability in fracture 138 

properties at scales greater than 5-10 m are typically not captured.  139 

 140 

To overcome the time-constraints of the full 2D window approach, a circular scanline method was 141 

developed (Mauldon et al.et al. 2001), in which only those fractures are captured that intersect the 142 

particular circular scanline; in a sense it is similar to the 1D approach. The In the former, fractures 143 

intersecting the a circular line are recorded, whereas in the latter, fractures within the window area are 144 

recorded. Ccircular scanline methods areanalysis is more rapid than the full 2D circular circular window 145 

analysismethods and have has less length and orientation bias compared to 1D methods (Mauldon et 146 

al.,et al. 2001).  The circular scanline method A circular scanline can be used to calculate proxies for 147 

fracture density and length based on the ratio of the types of trace intersection (Mauldon et al.et al. 148 

2001). This method, providesing a timen efficient means of deriving basic fracture parameters. The 149 

Mauldon et al. 2001 method only provides length and density proxies from the data collected in the 150 

field, if other parameters are needed further field work would be required. However, the validity of 151 

these proxies depends on the variability and anisotropy of the fracture network, and fracture 152 

connectivity in particular cannot be accurately captured.However, circular scanline methods lack the 153 

full analysis of a completethe 2D circular window approach is needed where more complex parameters 154 

such as those related to fracture connectivity are required. Connectivity within two-dimensional fracture 155 

networks was parameterized by Manzocchi (2002), who characterised the different types of fracture 156 

intersections that can be used to characterise understand fluid percolation potential.  A complete 157 

understanding of the fluid flow properties of a fracture network requires a broader understanding of 3D 158 

fracture network connectivity factors, such as fracture fill and aperture (Laubach et al., 2019).  159 

The 2D circular scan line and sampling window methods can be applied in both analogue (in situ) and 160 

digital contexts. Field-based 2D fracture network analysis is commonly carried out by using a circular 161 

‘chalk line’ drawn on and outcrop, and a range of parameters can be derived describing the and 162 

measuring the fractures within the circular window. The benefit of the field-based method is an accurate 163 

data set that includes a range of parameters fracture geometry and network parameters, such as length, 164 

orientations, density and spacing (Singhal and Gupta, 2010); network topology, such as percolation 165 

potential and clustering (Sanderson and Nixon, 2019), and; fracture character, such as aperture and 166 

paragenesis history (Laubach et al., 2019). However, there are a number ofField-based data capture 167 

Formatted: Not Highlight

Formatted: Highlight

Commented [WK13]: Does it have to be circular? 

Commented [PRN14R13]: It does to avoid orientation 
bias.  

Formatted: Font: Italic



provides direct observations and is particularly important for describing aperture fill and paragenesis as 168 

well as capture of 3D orientation data, however many important geometric and topological 169 

characteristics of fracture networks can be captured using digital methods (e.g. CITE).  limitations when 170 

gathering fracture network data in the field. Firstly thisField-based capture can be very time consuming, 171 

particularly when collecting largedata from multiple sites are required datasets across a large field area. 172 

Secondly, and may be impractical, or impossible for some many outcrops, such as quarries, cliffs and 173 

coastal platforms or unstable cliffs may not be impractical or unsafe to access for making fracture 174 

measurements. Field-based methods are also limited in their scale of application, with typical sampling 175 

window diameters of 1 – 2 m being commonly used (e.g. Watkins et al., 2015; CITE others). This 176 

limitation means that variability in fracture properties at scales greater than 5-10 m may be difficult to 177 

capture using field-based sampling alone. By contrast, digital data capture methods can be used at a 178 

greater range of scales, permit data capture from inaccessible sites, and provides a reproducible 179 

approach from which a digital dataset suitable for numerical and statistical analysis can be readily 180 

derived. 181 

Digital 2D data capture methods are based on the same principles as field-based sampling, but utilise 182 

2D imagery such as photographs of an outcrop or thin section, aerial photographs, or satellite imagery 183 

(CITE). The 2D digital capture methods typically rely on GIS-type functions for the visualisation and 184 

analysis of images, and can be undertaken using standard GIS tools, as well as enhanced software 185 

applications such as DigiFract which is based on customised QGIS functions (Hardebol and Bertotti, 186 

2012), the open-source tool FracPaq for Matlab (Healy et al., 2017) and NetworkGT for QGIS 187 

(Nymberg et al., 2018). These tools provide enhanced functions for efficient capture of data from 188 

images, and are targeted for application in structural geology research contexts.  189 

Thirdly, collecting fracture network data from larger fracture networks of greater than 10 m can be 190 

challenging in the field, particularly when collecting fracture data from an entire outcrop. Finally, more 191 

evolved modern fracture network analysis and modelling often require a digital set of the fracture 192 

network traces.   193 

Ideally, for any application, a full 3D characterisation of the rock mass is achieved.  However, ttrue 3D 194 

characterisation of a rock mass is currently only possible using CT scanning, and is restricted to very 195 

small samples (Voorn et al.et al. 2015).  Digital capture of fracture network parameters is also possible 196 

from hHigh resolution ‘3D’ images of outcrop surfaces (more like ‘2.5D’) can be captured using by 197 

from laser scanning, which can be ground based or UAV (e.g. Pless et al., 2015. Bisdom et al.,et al. 198 

2017; Gao et al.,et al. 2017; Senger et al., 2015; Wüstefeld et al.,et al. 2018). From the laser scans, 3D 199 

images of the outcrop surface (3D ‘virtual outcrop’) can be generated using techniques such as structure 200 

from motion (SfM) photogrammetry (Vasuki et al.,et al. 2014). These can provide additional 201 

information on fracture orientation through the use of advanced image analysis techniques (Wüstefeld 202 
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et al. 2018e.g. Pless et al., 2015).  Theseis methods haves been used ), and are therefore valuable to 203 

informfor advanced fracture network analysis and modelling for applications related to fluid flow, gas 204 

migration and engineering/construction (e.g. Bisdom et al.,et al. 2017; Menegoni et al.,et al. 2019; 205 

Strijker et al.,et al. 2012; Tavani et al.,et al. 2016). , however These 3D scanning techniques require 206 

sophisticated hardware, proprietary software and training that, potentially limiting on s their 207 

applicability. In addition, whereasthere are true 3D characterisation of a rock mass is currently only 208 

possible using CT scanning, and is restricted to very small samples (Voorn et al. 2015). 209 

A complete understanding of fracture network properties, for example for detailed analysis of fluid 210 

flow, requires observations of many parameters relating to fracture geometry, topology and character 211 

(e.g. aperture size and fill), and both field and digital capture methods typically need to be combined to 212 

derive suitable datasets (e.g. Laubach et al., 2019). However, practical limitations at potential sites, such 213 

as access and restrictions on the use of UAVs, that may further limit their use (e.g. Senger et al.,et al. 214 

2015), or lack of access to suitable technology, may restrict the use of high-resolution 3D ‘virtual 215 

outcrop’ technique)s.  216 

The 2D fracture network can be captured in the field as well as from image tracing (e.g. Watkins et al.et 217 

al. 2015). 2D digital data capture methods can be used at a greater range of scales, permit data capture 218 

from inaccessible sites, and provides a reproducible approach from which a digital dataset suitable for 219 

numerical and statistical analysis can be readily derived.  Digital 2D data capture can be applied to 220 

photographs of an outcrop or thin section, aerial photographs, or satellite imagery.  (CITE). The 2D 221 

digital capture methods typically rely on GIS-type functions for the visualisation and analysis of images, 222 

and uses standard GIS tools.  More sophisticated , further analysis can be carried out using software 223 

applications such as proprietary CHECK DigiFract which is based on customised QGIS functions 224 

(Hardebol and Bertotti, 2012), the open-source tool FracPaq for Matlab (Healy et al.,et al. 2017) and 225 

NetworkGT for QGIS (Nymberg et al.,et al. 2018). These tools provide enhanced functions for efficient 226 

capture of data from images and advance data analysis., andHowever, these methods are targeted for 227 

application in structural geology research contexts.  228 

2D digital methods for fracture data capture can be deployed alongside field-based (1D or 2D) capture 229 

and/or 3D ‘virtual outcrop’ analysis to compliment detailed or high-resolution studies, or can be 230 

deployed as the primary method of data capture where the geometric and topological parameters that 231 

are readily captured by the method are suitable and sufficient for the nature of the analysis.    232 

2D digital analysis methods provide a valuable approach for geometric and topological parametrisation 233 

of fracture networks that can be used alone, or in conjunction with in-field capture and/ or 3D analysis 234 

techniques (Krabbendam and Bradwell, 2014; Pless et al., 2015; Watkins et al., 2015a; Krabbendam et 235 

al. 2016; Healy et al., 2017). In its basic form the 2D digital method The accessibility of the method, 236 

which requires only a digital camera, a measuring stick and access to GIS (such as open-source QGIS). 237 
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, and thisThe low-cost, low-threshold naturealso can be used systematically on a range of types of 238 

image, of the method means that this is potentially a powerful tool for enhancing geological 239 

investigations across a range of applied studies, such as engineering geology and hydrogeology.  We 240 

comprehensively describe good practise for 2D digital fracture capture and analysis. In, particularly we 241 

focusing on the practical aspects of image capture, preparation and analysis using QGIS and 242 

availableother open-source tools and plugins.  We then present fFour case studies thatare presented to 243 

illustrate the wide applicability of the method.  244 

We demonstrate some simple fracture analysis tools that can be applied to the captured data.  Finally, 245 

wWe then evaluate the benefits and drawbacks of 2D digital capturea digital method for capturing 246 

fracture data. compared to other (1D or 3D) methods. 247 

 248 

2 Method Background 249 

The digital fracture trace method has been used for data collection in a range of structural geology 250 

studies,Digital methods are used in a wide range of studies to gather fracture network data including 251 

multiscale fracture network models (Strijker et al., 2012), the development of 3D fracture models 252 

(Tavani et al., 2016; Menegoni et al., 2019) and  and developing discrete fracture networks (DFNs) to 253 

model fluid flow (Bisdom et al., 2017). These studies often use equipment such as drones to image an 254 

outcrop (Gao et al., 2017), LIDAR to scan and generate high resolution outcrop surfaces (Wüstefeld et 255 

al., 2018) and photorealistic georeferenced models (Bisdom et al., 2017)..  This type of equipment is 256 

able to produce high quality digital representation of an outcrop that can be use generally a highly 257 

accurate dataset, however this is also expensive and can require specialist training and licences, such as 258 

a UAV pilot licence. However, gradually equipment has become cheaper and more accessible to users, 259 

for example inexpensive drones and smart phones are now used to generate high quality orthorectified 260 

images. 261 

A number of free software packages are available for digital fracture analysis that range from data 262 

acquisition (DigiFract (Hardebol and Bertotti, 2012)), to basic processing in Matlab (FracPaq (Healy et 263 

al., 2017)), and finally to typology-type analysis in ESRI ARC GIS and QGIS (Network CT (Nymberg 264 

et al., 2018)). The free open-access software provides the basic tools for fracture data acquisition and 265 

processing. Although even several of the open access require paid for software to run such as FracPaq 266 

which requires Matlab and Network CT which requires ARC GIS. The open-access software is 267 

generally aimed at structural geology type studies rather than applied geology such as groundwater 268 

modelling and geotechnical modelling.More evolved fracture analysis and modelling can be done with 269 

commercial software such as SKUA-GOCAD (i.e. Spahić et al., 2013), MOVE (i.e. Watkins et al., 270 

2018) and Petrel (i.e. Lepillier et al., 2020). Commercial software provides the capability for more 271 

evolved analysis of fractures from various datasets including boreholes and seismic data and the ability 272 
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to 3D fracture network models. However, commercial software is often expensive and requires 273 

extensive training and experience to use.  274 

Over the past few years photogrammetry technology such as UAV, high-quality digital cameras and 275 

GPS devices have become more accessible and inexpensive. As these technologies become more 276 

prolific and accessible a wider range of users are able to undertake basic fracture network analysis, who 277 

do not necessarily have access to more expensive software for example in developing countries or 278 

academics and students. Fracture network data is used range applied geology fields, such as 279 

groundwater modelling of a fractured hard rock aquifer (Maréchal et al., 2014) where field 280 

measurements of fracture could help understand the hydrodynamic properties. A more accessible open 281 

access method is needed for users to carry out fracture network analysis.This methodology is used as 282 

the basis of data generation in a broad range of structural studies, and this paper provides an evaluation 283 

of the method that will be helpful to improve the quality of data collection.  284 

 Building on previous work (Krabbendam and Bradwell, 2014; Pless et al., 2015; Watkins et al., 2015a; 285 

Krabbendam et al. 2016; Healy et al., 2017) we present and develop an open-access method for 286 

capturing a 2D fracture network as a digital (GIS) dataset from outcrop photographs. From this dataset, 287 

numerous key spatial relationships and parameters can be calculated.  The only equipment needed are 288 

a high-quality digital camera, a measuring stick and GIS software (e.g. open source QGIS) for 289 

digitisation and analysis. This method can also be applied to georeferenced (orthorectified) aerial 290 

photos, hillshaded DTMs and satellite imagery for the characterisation of topographic lineaments. In 291 

addition, historic photos from now-infilled excavations or quarries can be used, as long as the photos 292 

have a useable scale. The method provides a relatively rapid and accessible way to generate accurate 293 

2D fracture datasets and will be beneficial for a wide range of users including engineering geologists 294 

and hydrogeologists. 295 

 296 

32 Digital 2D fracture analysis method 297 

The method in essence captures a set of digital traces (vectors) of a 2D linear feature network in a GIS 298 

project from a georeferenced image. Here, we use open source GIS software (QGIS), making the 299 

method accessible to all potential users. A number of open tools within QGIS can be used for more 300 

advanced analysis of the digitised fracture network.  301 

32.1 Outcrop selection 302 

A suitable outcrop for digital fracture analysis must be first selected. Where spatial understanding of 303 

the distribution or diversity of fracture characteristics in a region is an important element of study, the 304 

implications of site selection choice on subsequent spatial analysis must also be considered (Watkins et 305 

al. 2015a). The outcrop selected will depend on the nature of the study being undertaken and the type 306 
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of fracture network parameters required. It is important to consider whether the outcrop is representative 307 

of the rock mass as a whole or whether multiple sites would better represent the diversity or distributions 308 

of fracture characteristics. Outcrop selection has significant implications on the final results, i.e. 309 

whether the outcrop is a proxy for wider-scale fracture network characteristics at depth or if it is the 310 

outcrop itself that is being studied in isolation at the surface (Laubach et al 2019; Ukar et al 2019).  311 

 312 

32.2 Outcrop image preparation 313 

The first step is to capture or prepare a suitable photograph or image of the outcrop to be analysed. The 314 

image can be a photograph of a fracture network at outcrop of various scales from centimetres to 10s 315 

of metres. It is important that the fractures can be clearly identified in the photograph, and that not too 316 

much of the image is occupied by vegetation or broken ground (Figure 2a).  It is important to include 317 

an accurate and clearly identifiable scale; a strip of plywood with duct tape works very well.  However, 318 

in some dangerous outcrops (e.g. working quarries) this may be impractical and quarry machinery or 319 

other features of known dimensions may be used as a scale in the photograph.  This also applies to 320 

historic photographs. The photograph should be taken at right angles (or as much as possible) to the 321 

outcrop to minimise the issues created by a distortion of the image.  The camera should have a focal 322 

length of 35mm (analogue 35 mm equivalent) or longer, to prevent further distortion. Horizontal 323 

outcrops should be photographed vertically to again minimise the distortion of the fractures.  Mounting 324 

the camera on a stick is useful to increase the distance and capture a larger field of view (Figure 2b, c); 325 

or drones could also be used. For horizontal outcrops it is convenient to orient the measuring stick 326 

accurately to the north, using a compass (Figure 2c), this will help in capturing the correct orientations 327 

of the fractures. 328 



329 
Figure 2: Examples of photographs and DEM images that can be used for digitising 2D linear features, including: 330 

(a-c) photographs of fracture networks of various scale from southern India and improvised methods for taking 331 

parallel photographs; (d) a DEM image from southern India of larger kilometre scale features that could also be 332 

digitised; and (e) an aerial photography from Namibia (adapted from Krabbendam and Bradwell, 2014). 333 

 334 



 335 

?You want to use this instead for Fig. 2d?? 336 

 337 

32.3 Georeferencing the images  338 

To aid robust georeferencing, the photograph needs to have a square of known size (e.g. 1 x 1 m) 339 

embedded in it.  This can be doneis done by importing the photograph into a graphics software package 340 

(such as Inkscape), and drawing a square based on the scale included in the original photograph (Figure 341 

3). The photograph with the embedded 1 x 1 m square is then imported into a new GIS project file. The 342 

GIS project file needs a projection in metres; we recommend a Mercator projection, (such as 343 

EPSG:3857). Within the GIS project, a ‘vector grid’ (fishnet grid) is created, with a grid extent that is 344 

larger than the imported photograph and with a vertical and horizontal spacing of 1.0 m. Finally, 345 

georeference the square on the photograph is georeferenced to a square on the fishnet grid, thus creating 346 

a georeferenced photograph within the GIS project (Figure 3a).  347 
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 348 

Figure 3: Images showing (a (i-ii)) how to georeference an image to a fishnet grid (black) from a square of a 349 

known scale (white); and (b) the tools available for digitising fractures in QGIS, including (i) a fully manual 350 

method; and (ii) a semi-automatic method such as Geotrace. 351 

32.4 Using DEM, satellite and air photo images 352 

DEMs (Digital Elevation Models) (and their hill-shaded derivatives), satellite images and 353 

(orthorectified) aerial photographs commonly show good topographic lineaments that likely represent 354 

fracture zones, or master joints (Fig. 2d,e). Such imagery siis commonly already  if georeferenced and 355 

can be used directly without further preparation.  It should be noted however that aerial photographs, 356 

DEMs and satellite images do not directly show fracture traces, rather they show the topographic 357 

expression of these. Thus, fracture density is likely to be underestimated, because fractures without 358 

topographic expression will not be captured. Figure 2d is an example of a DEM image from southern 359 

India showing kilometre-scale 2D topographic lineaments: in some parts lineaments are well developed, 360 

in other parts fracture zones have no expression and presumably occur beneath a continuous layer of 361 

regolith.  Furthermore, such imagery is limited by the on-ground resolution, so that smaller-scale 362 



(smaller aperture) fractures may not appear. Hill-shade DEM images, as well as satellite imagery and 363 

aerial photographs have the problem of bias by a particular direction of illumination, so that lineaments 364 

of one orientation may be clearer than others.  For DEMs, hill-shades derivatives with different 365 

illumination direction can be made; for satellite imagery, sometimes imagery taken at a different time 366 

of day are available.  Lineaments in DEM images also have the problem of illumination, which may 367 

result in bias depending on the orientation of the lineament relative to the illumination orientation. 368 

Hence, for DEM-scale interpretations it is important to take a multi-data type approach (e.g. geological 369 

maps and satellite images) to guide digitisation, similar to that of Pless (2012). 370 

 371 

 372 

2.5 3.5 Data capture 373 

32.5.1 Select Create analysis window 374 

Different 2D lineament analysis windows can be used with this method including line scanlines, areal 375 

sampling and circular windows. For each of these methods a different shaped sample window is 376 

required. For this cCreate a line or polygon shapefile and digitise around the area that is to be analysed. 377 

An example is shown in Figure 3b as two circular windows, in white, digitised onto a photograph in 378 

GIS. It is important to create a different id number for each shape that includes details of the photograph 379 

or image that is being digitised.  380 

2.5.23.5.2 Digitise linear features 381 

This step aims to create a series of digital line traces from the georeferenced image. Create a new line 382 

shapefile in the GIS project to hold the linear trace data. The shapefile needs to include an id column in 383 

the attribute table so that the linear traces can be associated with a specific window and photograph. 384 

Two methods can be used to create digital traces of the linear features. Firstly, the individual features 385 

can be digitised manually in the GIS project, using the “add line features” tool. Alternatively, the plugin 386 

tool “”GeoTrace” can be used to semi-automate the digitising process. The GeoTrace plugin tool in 387 

QGIS allows one to click on the start and end of each fracture and GeoTrace creates a line vector 388 

between these points. For this method the photograph must be in grey scale, because the plugin follows 389 

the linear feature based on low raster values and requires a sharp contrast between the feature and the 390 

background. When digitising fracture traces it is important to only digitise in one orientation:  if a 391 

feature has multiple orientations along its length then multiple line segments should be digitised. Figure 392 

3b is an example of both (i) manual digitisation and (ii) semi-automated digitisation with GeoTrace. In 393 

both the manual and semi-automated methods, connecting fractures should be properly snapped against 394 

each other, and to the surrounding circular window.   395 
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A practical difficulty when analysing field outcrops will depend on whether the outcrop is natural or 396 

anthropogenic. In a quarry or excavated section it can be challenging to distinguish natural joints from 397 

those arising from quarrying processes, such as blast damage or drilling related fractures. Using field 398 

observations, blast damage can be separated from natural joints (Figure 2a).  Joints arising from blast 399 

damage can easily be distinguished from natural joints as they do not fit with the overall fracture pattern 400 

of the section, and are generally surrounded by small radiating fractures. The type of fractures digitised 401 

will be depend on the study, and it is important to appreciate the wide range of processes causing 402 

fractures that are dependent on the outcrop setting. Some basic initial observations in the field are 403 

beneficial for making such distinctions at a later stage; hence, it is recommended that the outcrops that 404 

are being analysed are always viewed in the field as well. 405 

32.6 Data output and further analysis 406 

The final step is to generate basic parameters and calculate dimensions from the digital traces of the 407 

linear features. There are a number of different ways that the vector data can be processed, which 408 

include: 1) using the field calculator in QGIS; 2) as an exported spreadsheet; or 3) using a programming 409 

language such as Python or R to make calculations from the spreadsheet or directly from the shapefile.  410 

Primary parameters such length and orientation of individual fracture traces can be calculated within 411 

the field calculator in the QGIS attribute table. The area of the circular window can also be calculated 412 

in the attribute table using the field calculator. For further processing, the attribute table containing the 413 

primary fracture data (length, orientation and reference to the circular window) needs to be exported as 414 

a spreadsheet, e.g. in CSV format. Fracture density (D) within the circular window can now be 415 

calculated using total length of fractures (ΣL) within the area of the circular window (A), following 416 

Singhal & Gupta, (1999): 417 

D = ΣL/A  (in m-1)        (1) 418 

Fracture spacing (S) can be easily derived, as this is the reciprocal of fracture density, and is given by 419 

(Singhal & Gupta, 1999): 420 

S = A/ ΣL  (in m).        (2) 421 

Fracture intersections (points) within the fracture network, important to constrain connectivity 422 

(Manzocchi, 2002) can be created as a separate point shapefile with the ‘line intersection’ tool. The 423 

digitised fracture traces can also be used to derive block size parameters, using the ‘polygonise’ tool to 424 

convert the line vectors into polygons. As before, parameters such as area can be derived using the field 425 

calculator in the attribute table and exported as a spreadsheet.  426 

43 Case studies 427 
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To illustrate the use of systematic 2D digital fracture analysis methods to enhance applied geoscience 428 

investigation we present a number of case studies selected to highlight a range of geoscience 429 

applications and illustrate key benefits, including: (1) Rapid data collection to support regional 430 

hydrogeological assessment (India); (2) Enabling quantitative, rather than typical qualitative, 431 

assessment of key parameters for engineering Rock Mass Strength evaluation (India); (3) Analysing 432 

catchment-scale variability in sediment source characteristics for applied geomorphic studies in 433 

erosional terrains (Scotland), and; (4) Fracture network analysis from historical images for sites where 434 

modern exposures are unavailable (Sweden).  435 

Below we present a number of case studies that include fracture analysis for groundwater modelling; 436 

quantifying rock mass properties for engineering geology; and block size distribution to understand 437 

sediment erodibility that help demonstrate the potential broader uses of the digital GIS-based analysis 438 

of fracture networks.  439 

43.1 Understanding fracture connectivity and permeability, southern India 440 

Characterisation of fracture networks is an important aspect of tryingessential  to understand local and 441 

regional-scale aquifer properties such as connectivity and permeability, in particular . This type of 442 

understanding is particularly relevant for groundwater studies in fractured ‘hard-rock’ aquifers, where 443 

fractures are the primary water stores and pathways (e.g. Stober and Bucher, 2007; Singhal and Gupta 444 

2010). An example is given here of the Peninsular Gneiss in the Cauvery Catchment in southern India. 445 

The groundwater properties of the Cauvery Catchment hashave been an area of ongoing research 446 

(Maréchal et al.,et al. 2006, Perrin et al.,et al. 2011, Collins et al.et al. 2020) as the spatial and temporal 447 

variability of groundwater availability for irrigation has great implications for communities. Two 448 

contrasting basement fracture networks can be identified (Figure 4a-b): firstly, massive gneiss with few 449 

fractures, dominated by a widely spaced ‘background jointing’ and sheeting joints close to the surface; 450 

and secondly ‘fracture zones’ that are characterised by a very dense fracture network. Data were 451 

collected during a very short, reconnaissance-type fieldwork. 452 

Length-weighted rose plots show the variation in orientation of fractures (in a vertical section) in the 453 

two identified domains (Figure 4c, d). In the massive gneiss the fractures are generally orientated sub-454 

horizontally, with several short connecting vertical fractures. In contrast, fractures in the fracture zones 455 

are generally orientated sub-vertically with short connecting sub-horizontal fractures. The fracture 456 

density in the fracture zones is an order of magnitude higher than in the massive gneiss (Table 1). Using 457 

NetworkGT (Nyberg et al.,et al. 2018), the fracture branches and nodes (intersections and fracture trace 458 

end-points) were characterised based on the topology of the branch intersections (Manzocchi, 2002; 459 

Sanderson and Nixon, 2015). The massive gneiss is dominated by I-type nodes, whereas the fracture 460 

zones predominantly contain a combination of Y- and X-type nodes (Figure 4a-b; for node types see 461 

Figure 4g) (Table 1). Heat maps of intersection clustering illustrate the higher fracture connectivity 462 
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within the fracture zones. To quantify the connectivity, the connections per line and dimensionless 463 

intensity (a proxy for intensity that reflects average fracture length) were calculated (following 464 

Sanderson and Nixon, 2015), (Table 1; Figure 4h). The number connections (X- and Y-nodes) per line 465 

length is an indication of the percolation potential of a fracture network (Sanderson and Nixon, 2018). 466 

The fracture zones have the highest connections per line length and dimensionless intensity, suggesting 467 

they have the highest potential connectivity. In contrast, the background gneiss has the lowest 468 

connections per line and intensity, suggesting a relatively low potential connectivity. The coefficient of 469 

variation (Cv) was calculated by dividing the standard deviation of the fracture spacing by the mean 470 

fracture spacing (Gillespie et al.,et al. 1999; Watkins et al.,et al. 2015b) and was used to quantify the 471 

how clustered a fracture network is (Table 1) (Odling et al.,et al. 1999). The Cv ratios show that the 472 

massive gneiss generally has having regularly-spaced fractures, while the fractures in the fracture zones 473 

are highly clustered (Table 1, Figure 4h). 474 

 475 

Rock type Area 
(m2) 

Mean 
length 
(m) 

2D 
density 
(m-2) 

I U X Y Dimensionless 
intensity 

Connections 
per 
line 

Coefficient  
of 
variation 
(Cv) 

Fracture zone 4.6 0.2 17.8 157.0 61.0 121.0 517.0 3.3 3.8 1.4 

Massive gneiss 15.0 0.6 1.4 41.0 10.0 1.0 11.0 0.8 0.9 0.2 

Massive gneiss 11.9 1.0 1.9 19.0 15.0 0.0 10.0 1.9 1.4 0.6 

Massive gneiss 26.8 0.5 3.9 136.0 32.0 18.0 157.0 2.0 2.4 0.8 

Massive gneiss 8.5 0.3 8.8 130.0 40.0 38.0 204.0 2.7 2.9 1.3 

Massive gneiss 137.8 2.9 0.7 21.0 10.0 6.0 23.0 1.9 2.6 0.9 

Fracture zone 45.2 0.9 3.9 139.0 38.0 45.0 174.0 3.4 2.8 1.4 

Fracture zone 38.5 1.7 1.6 139.0 38.0 45.0 174.0 2.6 2.8 1.3 

Fracture zone 81.6 2.6 1.1 23.0 16.0 6.0 25.0 2.8 2.6 1.2 

Massive gneiss 359.4 11.9 0.2 5.0 4.0 1.0 1.0 2.0 1.3 1.8 

Massive gneiss 31.1 5.3 0.7 3.0 5.0 0.0 0.0 3.6 0.0 1.1 

Fracture zone 9.2 1.5 1.4 4.0 6.0 0.0 6.0 2.1 2.4 0.7 

Massive gneiss 13.3 2.1 0.9 2.0 8.0 0.0 2.0 1.9 2.0 0.5 

Massive gneiss 10.5 1.9 0.9 2.0 5.0 2.0 1.0 1.7 4.0 0.7 

Massive gneiss 119.6 2.1 0.8 41.0 12.0 4.0 27.0 1.6 1.8 0.4 

Massive gneiss 95.4 2.3 1.0 29.0 19.0 5.0 30.0 2.4 2.4 0.5 

Table 1: Summary fracture network statistics from the Peninsular Gneiss in the Cauvery Catchment, 476 

southern India. 477 
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478 
Figure 4: Fracture analysis from the Peninsular Gneiss, South India, including: field photographs with 479 

digitised fracture branches and intersection types on (a) a massive gneiss example; and (b) from a fracture 480 

zone; (c-d) heat maps illustrate variations in fracture intersection density (massive gneiss: 0-5 nodes/m2 481 

and fracture zones: 0-18 nodes/m2); (e-f) length-weighted rose plots showing the variation in orientation 482 

of fractures traces in the background gneiss and fracture zones; (g) a schematic illustration of the various 483 

types of fracture connections (as defined by Manzocchi, 2002); (h) a plot of connections per line against 484 

dimensionless intensity (defined by Sanderson and Nixon, 2015) to show variations in connectivity. 485 



 486 

At the near-surface, the Peninsular Gneiss has a bimodal fracture density distribution with fracture 487 

zones with high fracture density that make up a relatively small proportion of the bedrock, and the 488 

majority of the crystalline basement containing a low-density fracture pattern. Derived cConnectivity 489 

parameters proxies, such as connections per line, indicate the highest potential permeability is found in 490 

that the fracture zones have the highest potential permeability, whereas the permeability potential of the 491 

background gneiss is has significantly lower potential permeabilityhighly variable but still significantly 492 

lower. 493 

In this case study, field time was limited and the digital method provided a quick and flexible way of 494 

gathering fracture network data. It was possible to carry out a reconnaissance survey covering an area 495 

over 30,000 km2 and then retrospectively select the most suitable sites for fracture analysis. Key fracture 496 

parameters such as fracture length, orientation and density, which impacts on aquifer characteristics 497 

such as connectivity and permeability across the Peninsular Gneiss in the Cauvery River catchment, 498 

where then calculated and used to constrain local and regional-scale groundwater models (Collins et 499 

al.et al. 2020). 500 

43.2 Rock mass strength estimates (Geological Strength Index) 501 

 502 

Structural discontinuities are an important control on the engineering behaviour of a rock mass (Müller, 503 

1974; Hoek 1983, Hoek & Brown 1997). Slopes, foundations and shallow underground excavations in 504 

hard rock can be strongly be affected by the presence of discontinuities; for example, the intersection 505 

of structural features can lead to falling and sliding of blocks or wedges from the surface. 506 

 507 

In the last decade, rock mass classification systems have been applied extensively in engineering design 508 

and construction (Liu, 2007). The Geological Strength Index (GSI) system provides a numerical 509 

representation of the overall geotechnical properties of a rock mass, which is estimated using a standard 510 

matrix chart and field observations of (a) the ‘blockiness’ of a rock mass and (b) the surface conditions 511 

of any discontinuities. The GSI Index is based upon an assessment of the lithology, structure and 512 

condition of discontinuity surfaces in the rock mass and it is estimated from visual examination of the 513 

rock mass exposed in surface excavations such as roadcuts, in tunnel faces and in borehole core 514 

(Marinos and Hoek, 2000). Both the ‘blockiness’ and surface conditions, however, are determined in a 515 

qualitative and descriptive manner, which is subjective and dependent on the interpreter. Sönmez and 516 

Ulusay (1999; 2002) suggested that the ‘blockiness’ or Structure Rating should be quantified by using 517 

the Volumetric Joint (fracture) Count (Jv, in m-1).  This parameter is defined as the sum of the number 518 

of joints per meter for each joint set present (Sönmez & Ulusay, 1999): 519 

 520 
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        (3) 521 

 522 

where S is the spacing of the joints in a set and n is the number of joint sets. The 2D fracture digitisation 523 

method can clearly be applied to determine a morean accurate representation of Jv from an image.  524 

 525 

The procedure for quantifying rock mass strength parameters in jointed rocks is illustrated using 526 

massive and fractured gneiss exposures in India (Figure 4). Using the qualitative method (Hoek, 1983) 527 

the massive gneiss, with ‘good’ fracture surfaces, has a GSI index of 70-85 whereas the fractured gneiss, 528 

with ‘fair’ fracture surfaces, has a GSI index of 30-45. To quantify this, the modified GSI methodology 529 

after Sönmez & Ulusay (1999) is used. In this example, the massive gneiss has a horizontal joint spacing 530 

of 0.81 m (J1) and a vertical joint spacing of 6.19 m (J2). The fractured gneiss has a horizontal joint 531 

spacing of 0.17 m (J1) and a vertical joint spacing of 0.08 m (J2). Applying equation 3, this gives a Jv 532 

value of 1.4 for the massive gneiss and 17.7 for the fractured gneiss. Based on similar estimates of 533 

roughness (5), weathering (3) and infill (6) the fracture surface condition rating (SCR) is 14 in both the 534 

massive gneiss and the fracture zones. Finally, the GSI values calculated are c. 76 for the massive gneiss 535 

and only c. 44 for the fractured gneiss, demonstrating an accurate representation of the rock mass 536 

strength differences of the massive and fractured gneiss. 537 

 538 

The 2D digital method can provide a fast, accurate and consistent results for determining rock mass 539 

strength properties. Understanding rock mass strength properties is relevant for both academic and 540 

industry users, in both cases, available field time can often be limited. In addition, particularly in 541 

industry there is likely to be multiple interpreters making rock mass strength estimates, and therefore 542 

this method can help improve consistency in the results by undertaking analysis digitally.  543 

  544 

43.3 Block size and rock erodibility, Codleteith Burn catchment, Southern Scotland 545 

Geohazards related to active geomorphic processes such as debris flows and landslides affect many 546 

upland areas. Pre-existing fractures  are a significant factor in the preconditioning of rock masses for 547 

erosion at the Earth’s surface (e.g. Roy et al.,et al. 2016; Clarke and Burbank, 2010)., and aAreas of 548 

intensely fractured rocks are thus more likely to be associated with higher susceptibility to debris flow 549 

and landslide hazards. This susceptibility is likely to be driven both by higher volumes of material being 550 

produced from hillslopes underlain by highly fractureds rocks, and by the size distribution of sediment 551 

grains entering the geomorphic systems As well as influencing the volume of material available for 552 

mobilisation and transport, fracturing of bedrock is a key control on the clast size distribution of eroded 553 

material entering geomorphic systems from hillslopes, particularly in upland landscapes (e.g. Sklar et 554 

al.et al. 2016). To understand the controls exerted by the rock mass properties on geomorphic systems, 555 
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the spatial variability in fracture networks in bedrock needs to be adequately characterised at catchment 556 

scales. This characterisation is challenging in many upland settings as short length-scales of variability 557 

mean that intensive sampling is requiredlarge data sets from multiple sites are required, yet practical 558 

difficulties accessing sites are common in steep terrain.   559 

The 2D fracture digitisation method is here used to assess the spatial distribution of block-size and 560 

fracture intensity density of metasandstone of low metamorphic grade in the Southern Uplands, 561 

southern Scotland (Figure 5). The use of the 2D digital method alloweds for a nested sampling approach, 562 

to characterise variability atacross a range of length scales, from meter (Figure 5C), to decimetre (Figure 563 

5B), to catchment (Figure 5A). Block density can be expressed as blocks per square metre, which is 564 

easily derived from a polygonised set of fracture traces, and is related to the fracture density (Figure 565 

5D).  It should be noted that wWhether this 2D block size measure is representative for the true 3D 566 

block size depends on the anisotropy of the fracture system and the average block shape. Despite 567 

consistent bedrock type (metasandstone) across the study area, fault-related fracturing gives rise to 568 

highly variable fracture density across the study area, and variations in 2D block size estimates the 569 

anisotropic fracture pattern gives rise to strong variations in block-size as shown by variation in the 570 

number of blocks sampled per unit measuring area from <50 to >1000 blocks per m2 (Figure 5D). This 571 

These data can help to quantify the way in which rock mass parameters such as fracture density 572 

influence key geomorphic process elements such as block size., providing parameterisationkey controls 573 

on the influence of facture intensity on block size, which may be used toThis type of data can be used 574 

to inform modelling of erosion and sediment movement within landscapes. 575 

Commented [KM46]: ?density 

Commented [KM47]: Katie: I do not understand this 
sentence.  Too complicated (non-native English audience..).  

Commented [PRN48R47]: I’ve tried to break up the 
sentence to make it clearer 



 576 

Figure 5. Multi-scalar fracture network and block-size analysis Derivation of block-size metrics for the Codleteith 577 

Burn catchment Wacke sandstone in the Southern Uplands of Scotland (A). Sites 1 (B) and 2 (not shown) are 578 

sub-catchment hillslope source areas sampled at high resolution. Variability at the outcrop-scale was captured 579 

using multiple sampling windows per image (C). Field photograph of sandstone outcrop with fracture delineation 580 

(a), polygons for blocks sampled by the circular window (b), The number of blocks sampled per m2 for dataset 581 

of 50 measuring sites from the study areais strongly related to the fracture density (D). 582 

 583 

For this study, a large amount of fracture and block data was required from several outcrops, and the 584 

digital method provided an accurate and efficient way for gathering large amounts of fracture and block 585 

size data. Due to the requirements of the study, photographs were taken close to the outcrop to improve 586 

the accuracy of digitisation (Figure 5a), resulting in a large and accurate dataset.  587 



3.3 >> Swedish example: Add section on use of historical images… 588 

4.4 Application to historic photographs of shallow basement fractures, eastern Sweden. 589 

During the construction of the Forsmark nuclear power plant in east Sweden in the 1970s, a series of 590 

excavations for shafts, tunnels and cooling water canals were dug out in basement gneiss rocks.  In 591 

these excavations, numerous subhorizontal fractures were encountered, many of which were dilated and 592 

filled with water-lain silt.  Many aspects of this shallow fracture network were documented at the time, 593 

including fracture aperture and roughness, fracture density, fracture orientation, fracture coatings 594 

(chlorite, epidote etc), as well as a characterisation of the sediment fills (Stephansson & Ericsson 1975; 595 

Carlsson and Olsson, 1976; Carlsson 1979).   Since these studies, the original excavations were graded, 596 

or concreted over or filled with water and not available for study anymore, even though they remained 597 

of interest to establish the potential of groundwater overpressure and hydraulic jacking of basement 598 

fractures (e.g. Pusch et al, 1990; Talbot 1999; Lönnqvist & Hökmark, 2013; Talbot 2014), relevant for 599 

the safety of a proposed deep nuclear waste repository nearby.    600 

Interest in these fracture networks was rekindled as it was recognised that the sediment-filled fractures 601 

play a major role in a newly recognised erosion mechanism, termed glacial ripping (Hall et al.et al. 602 

2020).  This research is ongoing, and one relevant issue is the fracture density of subvertical and 603 

subhorizontal fractures as a function of depth in sections with and without fracture dilation: data that 604 

was not gathered during the original studies in the 1970s. To acquire this data, high quality photos were 605 

provided from the archive of SKB, the Swedish Nuclear Fuel and Waste Management Co. All photos 606 

had a good ruler or tape measurecontain a scale, such a measuring stick, and could thus be georeferenced 607 

accurately.   Digitisation followed the methods described in this paper. Fractures aperture characteristic 608 

were attributed to the digital traces based on their appearance in the photograph. The shapefile of 609 

fracture traces was imported into python, where spatial parameters such as orientation were calculated 610 

and fractures were separated into subhorizontal and subvertical. Total fracture trace length was 611 

calculated for each 1 m depth interval and fracture density for each interval was subsequently also 612 

calculated. The results are plotted as a density-depth profile, and a cubic interpolation is used to smooth 613 

the curve (Figure 6).  ROMESH; SAY SOMETHING ABOUT THE SMOOTHING!!.. Results show a 614 

clear difference in fracture density between different sections (Figure . 6XAA, Bb).   A further 615 

difference is that in some sections (e.g. SKB-003) both the subvertical and subhorizontal fracture 616 

densities increase towards rockhead, whilst in other sections (SKB-036) only the subhorizontal fracture 617 

density show a marked increase.   618 
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 619 

Figure 6. 2D fracture analysis applied to historic photographs of excavations during the construction of the 620 
Forsmark nuclear power plant, eastern Sweden. Open and tight fractures (red/blue) were digitised.  Fracture 621 
density was calculated separately for subvertical and horizontal fractures.  622 

 623 

5   MK: I think this can be culled or left out…  624 

3.45 Case studies summary and dDiscussion  625 

 626 

5 Discussion 627 

5.1 Overview of case studies 628 

The capture and publication of digital objects such as digital fracture network traces and derived 629 

parameters is an increasingly valuable part of the geoscience research process, facilitating evaluation 630 

and supporting ongoing scientific discovery (Gil et al. 2016). The case studies presented here 631 

demonstrate highlight the broada range of benefits of  from the use of the 2D a digital method for 632 
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different applications during both data collection and data analysis phases. The Cauvery Catchment 633 

case study demonstrates how the digital method provided flexibility to gather data for estimation of 634 

regional aquifer properties while on a short reconnaissance-style field-campaign, with fracture data 635 

collected retrospectively from photographs taken at key localities. The 2D digital dataset allows for 636 

further evolved quantitative and graphical data analysis, such as heat maps of fracture intersections to 637 

better understand connectivity. For engineering geology purposes, commonly-used qualitative 638 

approaches for estimating key rock mass strength parameters such as the geological strength index 639 

(GSI) are subject to variability through interpretation bias and practitioner experience, giving rise to 640 

increased uncertainties, potentially leading to higher project risks and costs. In the case study presented 641 

here, the 2D digital method is shown to provide a more accurate and consistent representation of the 642 

geological strength index (GSI) of a rock mass than the commonly-used qualitative estimators (e.g. 643 

(Hoek, 1983; Sönmez & Ulusay, 1999). We build upon the well-used method for estimating GSI (Hoek, 644 

1983; Sönmez & Ulusay, 1999), to calculate a more accurate GSI based on fractures exposed in outcrop. 645 

In geomorphic studies, quantitative characterisation of rock mass strength is increasingly important for 646 

parameterisation of process and landscape-evolution models (e.g. Roy et al.,et al. 2016; Sklar et al.,et 647 

al. 2017). The Codleteith Burn Catchment study demonstrates the potential of the 2D digital method 648 

for multi-scalar fracture analysis in challenging terrain, such analyses can provide a key foundation for 649 

enhanced process modelling.  In eastern Sweden, the historic photographs were the best source for 650 

assessing the fractures in the shallow basement, and the 2D digital method is the only possible way to 651 

retrospectively gather this data.  652 

 Finally, the block size and erodibility case study is used to demonstrate the benefits of being able to 653 

rapidly generate a large digital dataset that would otherwise be impractical to gather in the field. 654 

A number of modern applied geoscience studies, such as in groundwater modelling (Babadagli, 2001), 655 

geothermal energy (Hitchmough et al., 2007) and geotechnical engineering (Bandpey et al., 2019) use 656 

field-based methods to gather fracture network data. Field measurements of geometry and density of 657 

fractures networks are used to understand the mechanical and hydraulic properties of a rock mass 658 

(Babadagli, 2001; Maréchal et al., 2004; Siddique et al., 2015). The digital method described would be 659 

ideally suited to such case studies to improve the quality of data collected and allowing for more 660 

advanced analysis. In these studies, field time and accessibility of the outcrop are a major consideration 661 

for the type and amount of fracture data collected. When time is limited a 1D method is used to collect 662 

fracture data (Bandpey et al. 2017), whereas the new digital method would allow full 2D fracture traces 663 

to be collected efficiently. In studies that look at slope stability on narrow mountain roads in the 664 

Himalayas (Siddique et al., 2015), limited fracture data is used in rock quality calculations, which is 665 

likely due a combination of time constrains and the inaccessibility of the outcrop. The digital method 666 

would provide a more accurate estimate of fractures geometries when modelling slope processsres 667 

(Pradhan and Siddique, 2020).<<Add sentence about the Swedish study>> 668 
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<<?? Add here the paragraphs from the ‘other case studies’ section -> widen out to consider publish 669 
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demonstrate this properly?>> 673 

 674 

There are a number of studies that rely upon accurate fracture network data, however the collection of 675 

large field-based fracture data sets is too expensive, time consuming and outside of the main scope of 676 

the study. An open-access method for fracture data acquisition and processes would enable such studies 677 

to rapidly generate high quality data that could be used improve rock mass strength estimates and 678 

discrete fracture network models that are used for modelling hydraulic conductivity.  679 

5.2 54 Advantages and disadvantagesBenefits and limitations  680 

 681 

As demonstrated in the discussion and case-studies presented, fracturing is a critical property of rock 682 

masses with significant implications for practical decision making in resource and environmental 683 

management and engineering contexts. Adequate characterisation of rock mass fracturing is notoriously 684 

difficult due to extremely high variability in parameters over a range of spatial scales, the restrictions 685 

of limited exposures for adequate observation in many settings, and the time-intensive nature of 686 

sampling. Whilst these difficulties affect structural geology research contexts, they are particularly 687 

acute for many applied studies, where time and resourcing for intensive field sampling may be limited. 688 

As such it is common for applied studies, out with the realm of structural geology research, to utilise 689 

qualitative approaches for characterising fracturing, as seen in many engineering and geomorphic 690 

studies (e.g. Wohl and David, 2008; Whittaker et al, 2008; Roy et al, 2016; CITE – engineering studies). 691 

This qualitative sampling may be inconsistently applied by practitioners, and typically provide metrics 692 

that are of limited value for advanced analysis or modelling. A further problem of inadequate sampling 693 

is high uncertainty associated with upscaling small-scale or local observations to regional scales, which 694 

may affect projections of groundwater flow rates, engineering costs, and geohazard risks, amongst other 695 

impacts.  696 

The case studies demonstrate that Tthe 2D digital method described herein represents a valuable tool 697 

for enhancing the characterisation ofanalysing fracture networks, facilitating the efficient capture of 698 

quantitative datasets through a systematic and reproducible approach. Nevertheless, there are benefits 699 

and limitations compared to other fracture capture methods.  700 

The 2D digital method is as rapid, if not more so, than a 1D scan-line survey.  However, the 2D digital 701 

method does not capture the direct field observations such as orientation, roughness, aperture and any 702 
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secondary fills.  These factors and are useful when for understanding rock mass strength or 703 

permeability., for instance estimates of fracture permeability and percolation from fracture topology 704 

alone represent the maximum potential and does not account of closed fractures (Carlsson, 1979; 705 

Laubach et al.,et al. 2019). If such direct observational data are required for the study (and practical on 706 

the outcrop in question), it is perfectly possible to first perform the 2D digital fracture capture as 707 

described herein, and then return to the study site and augment the dataset with further observational 708 

data as attributes; portable PC tablets are ideal for this purpose.  709 

There are a number of limitations with capturing the data digitally. Firstly, capturing data in the field 710 

will always be more reliable in terms of seeing the full extent of fractures: for example, fractures may 711 

be obscured by vegetation making digitisation of traces from an image more difficult than in the field 712 

(Andrews et al., 2019). Secondly, field observations of the character of individual fractures such as 713 

roughness, aperture and any secondary fills can be important observations made only in the field. 714 

Additional observations such as aperture and infilling are import for these types of studies.  However, 715 

It is also possible, of course, to digitise the fracture network, and then return to the outcrop and augment 716 

the digital traces can A further limitation is the iImage scale can also be an issue with this method, as 717 

smaller fractures can be harder to digitise from a from a single photograph covering a large outcrop 718 

extent, therefore it is important to acquire photographs that cover the appropriate scale of fractures, 719 

which will be dependent on the purpose of the study. Estimates of fracture permeability and percolation 720 

when using topology alone represent the maximum potential and does not account of closed fractures 721 

(Laubach et al., 2019). Additional observations such as aperture and infilling are import for these types 722 

of studies.  723 

A major drawback of the 2D digital method is that it captures the fractures that are at a high angle to 724 

the outcrop plane, but not those that are subparallel to it.  It is these fractures that will be particularly 725 

important for slope stability studies. This can be mitigated by analysing outcrop faces at different angles, 726 

but this may not always be possible. In these cases, an additional scan-line survey, focusing on fracture 727 

orientations, may be added to the study, or – if resources allow it – a 3D scanning survey could be 728 

addedundertaken.    729 

The 3D scanning method does gather more data, including orientation of exposed fracture surfaces.  730 

This method is probably preferred for intense, localised studies, such has local, high-value infrastructure 731 

projects, or other key sites.   However, 3D scanning methods are resource intensive, and likely not cost-732 

effective if a fracture network analysis of multiple sites across a region is required, for instance for long 733 

infrastructure projects or regional groundwater studies.  734 

The method can be used in conjunction with field-based data capture, and with the use of 3D methods 735 

at suitable sites, offering a means to expand data capture capability that is particularly advantageous 736 

where, or when, practical limitations of time, cost and site access may be restrictive to the study. 737 
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is not meant to replace field-based data gathering but used in conjunction, as it may be more suitable 738 

for different purposes. There are a number of advantages to using a digital method for gathering fracture 739 

data including: speed of gathering data, creating large datasets, flexibility in data gathering approach 740 

and consistency of data.  741 

Gathering 2D fracture network data in the field can often be a time consuming processes and therefore 742 

limits the amount of data that can be gathered during a field campaign. Using the 2D digital 743 

methodology allows for fracture network data to be quickly gathered in the office, allowing for more 744 

data to be generated from an equivalent amount of time in the field.with Field field time can be 745 

useddirected for detailed study  capture of contextual information of the outcrop to improve the 746 

interpretation of fractures in the office and to gatherand other key data such as aperture, fracture fill and 747 

3D geometry’s. This increase in efficiency can enhance the amount of data captured in a given study, 748 

such that The digital method allows for large, statistically significant datasets to can be quickly 749 

gatheredgenerated even during a short field campaign. In addition, cCollecting the data after fieldwork 750 

with a broader perspective provides an element of flexibility in terms of the selecting of outcrops for 751 

analysis, the type and shape of the sample window and the amount of the data gathered. Finally, the use 752 

of 2D digital method is particularly suitable forthe only method to capture gathering valuable 753 

informationdata from historic images (Section XX). , This capability is valuable for the retrospective 754 

analysis of temporary sections during construction and development works or quarrying, which can be 755 

crucial if existing, and can support more extensive analysis in areas of limited exposure is limited.  , 756 

even allowing studies to be undertaken in the absence of modern field sites.  Finally, the digital method 757 

has the potential to be used to improve the consistency and reliability of industry standards that involve 758 

fracture networks, such as rock mass strength estimates (Section 3.2) by reducing collector bias by 759 

standardising the data collection strategy.  760 

The capture of fracture data in digital form also provides the opportunity fFor more evolved analysis of 761 

the fracture data the digital traces can be used in  using fracture analysis software packages such as 762 

FracPaQ (Healy et al., 2017), NetworkGT (Nymberg et al., 2018), FraNEP (Zeeb et al., 2013) and 763 

DigiFract (Hardebol and Bertotti 2013). These programmes can be used for wide range of types of 764 

fracture analysis including topological analysis such as deducing node types, and plotting fracture 765 

density heat maps illustrating density variations across a fracture zone.  766 

Characterising the architecture of a fracture network is useful for understanding relative age history of 767 

fracture sets, this can be significant when making larger scale interpretations particularly for fluid flow 768 

modelling (Hancock 1985; Peacock et al 2018). Relative age relationships are best determined in the 769 

field and can be challenging to gather digitally. It is important to appreciate the limitations of the 770 

method, as it may not be suitable for all studies or may need supplementary field data. 771 

65 Conclusions 772 
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The aim of this paper is to describe, evaluate and develop a simple but robust, low-cost The aim of this 773 

paper is to review and evaluate the methodology for digitising capturing 2D fracture network datas in 774 

GIS, and make it more accessible to a broader range of users in both academia and industry. We present 775 

a breakdown of the key steps in the methodology, which provides an understanding of how to avoid 776 

error and improve the accuracy of the final dataset.  777 

The digital method can be used to interpret traces of 2D linear features of a wide variety of scales from 778 

the local metre-scale to the kilometre scale, including, fractures at outcrop scale to regional-scale 779 

structural lineaments that are visible on aerial photographs or DEMs. 780 

An important aspect of applied geosciences, such as hydrogeology and geotechnical engineering, is the 781 

accurate parameterisation of fracture networks in bedrock. The methodology that is commonly used is 782 

a qualitative description and can be time consuming. The digital 2D fracture trace capture method is an 783 

accurate and rapid way of quantifying 2D linear networks such as fracture zones using open access 784 

software packages. It offers a robust, cost-effective methodology that can used in academy and industry 785 

to gather accurate 2D fracture network data. The low-cost nature of the method means that it can be 786 

applied to a large number of outcrops, so that in studies where the spatial variability of fracture networks 787 

is important, large datasets can be generated cost effectively.  Systematic capture and publication of 2D 788 

digital fracture datasets has significant potential to enhance future geoscience research by making 789 

aggregated analysis (meta-analysis) possible. 790 

 791 

Acknowledgements 792 

This paper was supported by the British Geological Survey NC-ODA grant NE/R000069/1: Geoscience 793 

for Sustainable Futures and is published with the permission of the Executive Director of the Geological 794 

Survey. SKB, the Swedish Nuclear Fuel and Waste Management Co, is thanked for the sue of the 795 

historic photos of the Forsmark construction.  Martin Gillespie is thanked for helpful comments on the 796 

manuscript. The paper has benefited from detailed comments from Francesco Mazzarini and two 797 

anonymous reviewers. The author publish with the permission of the Executive Directors of BGS.  798 

 799 

 800 

 801 

 802 

 803 



References 804 

Andrews, B. J., Roberts, J. J., Shipton, Z. K., Bigi, S., Tartarello, M. C., and Johnson, G.: How do we 805 

see fractures? Quantifying subjective bias in fracture data collection, Solid Earth, 10, 487-516, 806 

2019. 807 

Babadagli, T.: Fractal analysis of 2-D fracture networks of geothermal reservoirs in south-western 808 

Turkey, Journal of volcanology and geothermal research, 112, 83-103, 2001. 809 

Bandpey, A. K., Shahriar, K., Sharifzadeh, M., and Marefvand, P.: Comparison of methods for 810 

calculating geometrical characteristics of discontinuities in a cavern of the Rudbar Lorestan 811 

power plant, Bulletin of Engineering Geology and the Environment, 1-21, 2017. 812 

Bandpey, A. K., Shahriar, K., Sharifzadeh, M., and Marefvand, P.: Comparison of methods for 813 

calculating geometrical characteristics of discontinuities in a cavern of the Rudbar Lorestan 814 

power plant, Bulletin of Engineering Geology and the Environment, 78, 1073-1093, 2019. 815 

Barton, N., Lien, R., and Lunde, J.: Engineering classification of rock masses for the design of tunnel 816 

support, Rock mechanics, 6, 189-236, 1974. 817 

Bisdom, K., Nick, H., and Bertotti, G.: An integrated workflow for stress and flow modelling using 818 

outcrop-derived discrete fracture networks, Computers & Geosciences, 103, 21-35, 2017. 819 

 820 

Carlsson, A: Characteristic Features of a Superficial Rock Mass in Southern Sweden (doct. thesis), 821 

1979. 822 

Carlsson, A., and Olsson, T.: Joint fillings at Forsmark, Uppland, Sweden: A discussion, Geologiska 823 

Föreningen i Stockholm Förhandlingar, 98, 75-77, 1976. 824 

Clarke, B. A., and Burbank, D. W.: Bedrock fracturing, threshold hillslopes, and limits to the magnitude 825 

of bedrock landslides, Earth and Planetary Science Letters, 297, 577-586, 2010. 826 

Collins, S. L., Loveless, S. E., Muddu, S., Buvaneshwari, S., Palamakumbura, R. N., Krabbendam, M., 827 

Lapworth, D. J., Jackson, C. R., Gooddy, D. C., and Nara, S. N. V.: Groundwater connectivity 828 

of a sheared gneiss aquifer in the Cauvery River basin, India, Hydrogeology Journal, 2020. 829 

Davis, G. H., Reynolds, S. J., and Kluth, C. F.: Structural geology of rocks and regions, John Wiley & 830 

Sons, 2011. 831 

Dühnforth, M., Anderson, R. S., Ward, D., and Stock, G. M.: Bedrock fracture control of glacial erosion 832 

processes and rates, Geology, 38, 423-426, 2010. 833 

Follin, S., Hartley, L., Rhén, I., Jackson, P., Joyce, S., Roberts, D., and Swift, B.: A methodology to 834 

constrain the parameters of a hydrogeological discrete fracture network model for sparsely 835 

fractured crystalline rock, exemplified by data from the proposed high-level nuclear waste 836 

repository site at Forsmark, Sweden, Hydrogeology Journal, 22, 313-331, 2014. 837 



Gao, M., Xu, X., Klinger, Y., van der Woerd, J., and Tapponnier, P.: High-resolution mapping based 838 

on an Unmanned Aerial Vehicle (UAV) to capture paleoseismic offsets along the Altyn-Tagh 839 

fault, China, Scientific Reports, 7, 1-11, 2017. 840 

Gil, Y., David, C. H., Demir, I., Essawy, B. T., Fulweiler, R. W., Goodall, J. L., Karlstrom, L., Lee, H., 841 

Mills, H. J., Oh, J-H, Pierce, S. A., Pope, A., Tzeng, M. W., Villamizar, S. R., Yu, X.: Toward 842 

the Geoscience Paper of the Futures: Best practises for documenting and sharing research from 843 

data to software to provenance, Earth and Space Science, 3, 388-415. 844 

Gillespie, P., Johnston, J., Loriga, M., McCaffrey, K., Walsh, J., and Watterson, J.: Influence of layering 845 

on vein systematics in line samples, Geological Society, London, Special Publications, 155, 35-846 

56, 1999. 847 

Guihéneuf, N., Boisson, A., Bour, O., Dewandel, B., Perrin, J., Dausse, A., Viossanges, M., Chandra, 848 

S., Ahmed, S., and Maréchal, J.: Groundwater flows in weathered crystalline rocks: Impact of 849 

piezometric variations and depth-dependent fracture connectivity, Journal of Hydrology, 511, 850 

320-334, 2014. 851 

Hall, A. M., Krabbendam, M., van Boeckel, M., Goodfellow, B. W., Hättestrand, C., Heyman, J., 852 

Palamakumbura, R., Stroeven, A. P., and Näslund, J.-O.: Glacial ripping: geomorphological 853 

evidence from Sweden for a new process of glacial erosion, Geografiska Annaler: Series A, 854 

Physical Geography, 2020. 855 

Hancock, P.: Brittle microtectonics: principles and practice, Journal of structural geology, 7, 437-457, 856 

1985. 857 

Hardebol, N., and Bertotti, G.: DigiFract: A software and data model implementation for flexible 858 

acquisition and processing of fracture data from outcrops, Computers & Geosciences, 54, 326-859 

336, 2013. 860 

Healy, D., Rizzo, R. E., Cornwell, D. G., Farrell, N. J., Watkins, H., Timms, N. E., Gomez-Rivas, E., 861 

and Smith, M.: FracPaQ: A MATLAB™ toolbox for the quantification of fracture patterns, 862 

Journal of Structural Geology, 95, 1-16, 2017. 863 

Hitchmough, A. M., Riley, M. S., Herbert, A. W., and Tellam, J. H.: Estimating the hydraulic properties 864 

of the fracture network in a sandstone aquifer, Journal of contaminant hydrology, 93, 38-57, 865 

2007. 866 

Hoek, E.: Strength of jointed rock masses, Geotechnique, 33, 187-223, 1983. 867 

Hoek, E., and Brown, E. T.: Practical estimates of rock mass strength, International journal of rock 868 

mechanics and mining sciences, 34, 1165-1186, 1997. 869 

Krabbendam, M., and Glasser, N. F.: Glacial erosion and bedrock properties in NW Scotland: abrasion 870 

and plucking, hardness and joint spacing, Geomorphology, 130, 374-383, 2011. 871 

Krabbendam, M., and Bradwell, T.: Quaternary evolution of glaciated gneiss terrains: pre-glacial 872 

weathering vs. glacial erosion, Quaternary Science Reviews, 95, 20-42, 2014. 873 



Krabbendam, M., Eyles, N., Putkinen, N., Bradwell, T., and Arbelaez-Moreno, L.: Streamlined hard 874 

beds formed by palaeo-ice streams: A review, Sedimentary Geology, 338, 24-50, 2016. 875 

Laubach, S. E., Lander, R., Criscenti, L. J., Anovitz, L. M., Urai, J., Pollyea, R., Hooker, J. N., Narr, 876 

W., Evans, M. A., and Kerisit, S. N.: The role of chemistry in fracture pattern development and 877 

opportunities to advance interpretations of geological materials, Reviews of Geophysics, 57, 878 

1065-1111, 2019. 879 

Liu, Y.-C., and Chen, C.-S.: A new approach for application of rock mass classification on rock slope 880 

stability assessment, Engineering geology, 89, 129-143, 2007. 881 

Long, J. C., and Billaux, D. M.: From field data to fracture network modeling: an example 882 

incorporating spatial structure, Water resources research, 23, 1201-1216, 1987. 883 

Lönnqvist, M., and Hökmark, H.: Approach to estimating the maximum depth for glacially induced 884 

hydraulic jacking in fractured crystalline rock at Forsmark, Sweden, Journal of Geophysical 885 

Research: Earth Surface, 118, 1777-1791, 2013. 886 

Manzocchi, T.: The connectivity of two‐dimensional networks of spatially correlated fractures, Water 887 

Resources Research, 38, 1-1-1-20, 2002. 888 

Maréchal, J.-C., Dewandel, B., and Subrahmanyam, K.: Use of hydraulic tests at different scales to 889 

characterize fracture network properties in the weathered‐fractured layer of a hard rock aquifer, 890 

Water Resources Research, 40, 2004. 891 

Maréchal, J.-C., Dewandel, B., Ahmed, S., Galeazzi, L., and Zaidi, F. K.: Combined estimation of 892 

specific yield and natural recharge in a semi-arid groundwater basin with irrigated agriculture, 893 

Journal of Hydrology, 329, 281-293, 2006. 894 

Marinos, P., and Hoek, E.: GSI: a geologically friendly tool for rock mass strength estimation, ISRM 895 

international symposium, 2000,  896 

Mauldon, M., Dunne, W., and Rohrbaugh Jr, M.: Circular scanlines and circular windows: new tools 897 

for characterizing the geometry of fracture traces, Journal of Structural Geology, 23, 247-258, 898 

2001. 899 

McCaffrey, K., Holdsworth, R., Pless, J., Franklin, B., and Hardman, K.: Basement reservoir 900 

plumbing: fracture aperture, length and topology analysis of the Lewisian Complex, NW 901 

Scotland, Journal of the Geological Society, 2020. 902 

Menegoni, N., Giordan, D., Perotti, C., and Tannant, D. D.: Detection and geometric characterization 903 

of rock mass discontinuities using a 3D high-resolution digital outcrop model generated from 904 

RPAS imagery–Ormea rock slope, Italy, Engineering geology, 252, 145-163, 2019. 905 

Müller, L.: Rock mechanics, Springer, 1974. 906 

Nyberg, B., Nixon, C. W., and Sanderson, D. J.: NetworkGT: A GIS tool for geometric and topological 907 

analysis of two-dimensional fracture networks, Geosphere, 14, 1618-1634, 2018. 908 



Odling, N., Gillespie, P., Bourgine, B., Castaing, C., Chiles, J., Christensen, N., Fillion, E., Genter, A., 909 

Olsen, C., and Thrane, L.: Variations in fracture system geometry and their implications for fluid 910 

flow in fractures hydrocarbon reservoirs, Petroleum Geoscience, 5, 373-384, 1999. 911 

Panthee, S., Singh, P., Kainthola, A., and Singh, T.: Control of rock joint parameters on deformation of 912 

tunnel opening, Journal of Rock Mechanics and Geotechnical Engineering, 8, 489-498, 2016. 913 

Park, H.-J., West, T. R., and Woo, I.: Probabilistic analysis of rock slope stability and random properties 914 

of discontinuity parameters, Interstate Highway 40, Western North Carolina, USA, Engineering 915 

Geology, 79, 230-250, 2005. 916 

Perrin, J., Ahmed, S., and Hunkeler, D.: The effects of geological heterogeneities and piezometric 917 

fluctuations on groundwater flow and chemistry in a hard-rock aquifer, southern India, 918 

Hydrogeology Journal, 19, 1189, 2011. 919 

Pless, J.: Characterising fractured basement using the Lewisian Gneiss Complex, NW Scotland: 920 

implications for fracture systems in the Clair Field basement, Durham University, 2012. 921 

Pradhan, S. P., and Siddique, T.: Stability assessment of landslide-prone road cut rock slopes in 922 

Himalayan terrain: A finite element method based approach, Journal of Rock Mechanics and 923 

Geotechnical Engineering, 12, 59-73, 2020. 924 

Procter, A., and Sanderson, D. J.: Spatial and layer-controlled variability in fracture networks, Journal 925 

of Structural Geology, 108, 52-65, 2018. 926 

Pusch, R., Börgesson, L., and Knutsson, S.: Origin of silty fracture fillings in crystalline bedrock, 927 

GFF, 112, 209-213, 1990. 928 

Ren, F., Ma, G., Fan, L., Wang, Y., and Zhu, H.: Equivalent discrete fracture networks for modelling 929 

fluid flow in highly fractured rock mass, Engineering geology, 229, 21-30, 2017. 930 

Rohrbaugh Jr, M., Dunne, W., and Mauldon, M.: Estimating fracture trace intensity, density, and 931 

mean length using circular scan lines and windows, AAPG bulletin, 86, 2089-2104, 2002. 932 

Roy, S., Tucker, G., Koons, P., Smith, S., and Upton, P.: A fault runs through it: Modeling the influence 933 

of rock strength and grain‐size distribution in a fault‐damaged landscape, Journal of Geophysical 934 

Research: Earth Surface, 121, 1911-1930, 2016. 935 

Sanderson, D. J., and Nixon, C. W.: The use of topology in fracture network characterization, Journal 936 

of Structural Geology, 72, 55-66, 2015. 937 

Sanderson, D. J., and Nixon, C. W.: Topology, connectivity and percolation in fracture networks, 938 

Journal of Structural Geology, 115, 167-177, 2018. 939 

Schrodt, F.,  Bailey, J.J., Kissling, D.W., Rijsdijk K.F., Seijmonsbergen A.C., van Ree, D., Hjort, J, 940 

Lawley, R.S., Williams, C.N., Anderson, M.G., Beier, P., van Beukering, P., Boyd, D.S., Brilha, 941 

J., Carcavilla, L., Dahlin, K.M., Gill, J.C., Gordon, J.E., Gray, M., Grundy, M., Hunter, M.L., 942 

Lawler, J.J., Monge-Ganuzas, M., Royse, K.R., Stewart, I., Record, S., Turner, W., Zarnetske, 943 

P.L., and Field, R.: Opinion: To advance sustainable stewardship, we must document not only 944 



biodiversity but geodiversity. Proceedings of the National Academy of Sciences, 116 (33) 16155-945 

16158, 2019.  946 

Selby, M. J.: Hillslope materials and processes, Hillslope materials and processes., 1982. 947 

Senger, K., Buckley, S.J., Chevellier, L., Fagereng, A., Galland, O., Kurz, T.H., Ogata, K., Planke, S., 948 

and Tve, J.: Fracturing of doleritic intrusions and associated contact zones: Implications for fluid 949 

flow in volcanic basins, Journal of African Earth Sciences, 102, 70-85, 2015. 950 

Siddique, T., Alam, M. M., Mondal, M., and Vishal, V.: Slope mass rating and kinematic analysis of 951 

slopes along the national highway-58 near Jonk, Rishikesh, India, Journal of Rock Mechanics 952 

and Geotechnical Engineering, 7, 600-606, 2015. 953 

Singhal, B. B. S., and Gupta, R. P.: Applied hydrogeology of fractured rocks, Springer Science & 954 

Business Media, 2010. 955 

Sklar, L. S., Riebe, C. S., Marshall, J. A., Genetti, J., Leclere, S., Lukens, C. L., and Merces, V.: The 956 

problem of predicting the size distribution of sediment supplied by hillslopes to rivers, 957 

Geomorphology, 277, 31-49, 2017. 958 

Sonmez, H., and Ulusay, R.: Modifications to the geological strength index (GSI) and their applicability 959 

to stability of slopes, International Journal of Rock Mechanics and Mining Sciences, 36, 743-960 

760, 1999. 961 

Sonmez, H., and Ulusay, R.: A discussion on the Hoek-Brown failure criterion and suggested 962 

modifications to the criterion verified by slope stability case studies, Yerbilimleri, 26, 77-99, 963 

2002. 964 

Stephansson, O., and Ericsson, B.: Pre-Holocene joint fillings at Forsmark, Uppland, Sweden, 965 

Geologiska Föreningen i Stockholm Förhandlingar, 97, 91-95, 1975. 966 

Stober, I., and Bucher, K.: Hydraulic properties of the crystalline basement, Hydrogeology Journal, 15, 967 

213-224, 2007. 968 

Strijker, G., Bertotti, G., and Luthi, S. M.: Multi-scale fracture network analysis from an outcrop 969 

analogue: A case study from the Cambro-Ordovician clastic succession in Petra, Jordan, Marine 970 

and Petroleum Geology, 38, 104-116, 2012. 971 

Talbot, C.: Problems posed to a bedrock radwaste repository by gently dipping fracture zones, 972 

Geologiska Föreningen i Stockholm Förhandlingar, 112, 355-359, 1990. 973 

Talbot, C. J.: Comment on “Approach to estimating the maximum depth for glacially induced 974 

hydraulic jacking in fractured crystalline rock at Forsmark, Sweden” by M. Lönnqvist and H. 975 

Hökmark, Journal of Geophysical Research: Earth Surface, 119, 951-954, 2014. 976 

  977 

Tavani, S., Corradetti, A., and Billi, A.: High precision analysis of an embryonic extensional fault-978 

related fold using 3D orthorectified virtual outcrops: The viewpoint importance in structural 979 

geology, Journal of Structural Geology, 86, 200-210, 2016. 980 



Ukar, E., Laubach, S. E., and Hooker, J. N.: Outcrops as guides to subsurface natural fractures: Example 981 

from the Nikanassin Formation tight-gas sandstone, Grande Cache, Alberta foothills, Canada, 982 

Marine and Petroleum Geology, 103, 255-275, 2019. 983 

Vasuki, Y., Holden, E.-J., Kovesi, P., and Micklethwaite, S.: Semi-automatic mapping of geological 984 

Structures using UAV-based photogrammetric data: An image analysis approach, Computers & 985 

Geosciences, 69, 22-32, 2014. 986 

Voorn, M., Exner, U., Barnhoorn, A., Baud, P., and Reuschlé, T.: Porosity, permeability and 3D fracture 987 

network characterisation of dolomite reservoir rock samples, Journal of Petroleum Science and 988 

Engineering, 127, 270-285, 2015. 989 

Watkins, H., Bond, C. E., Healy, D., and Butler, R. W.: Appraisal of fracture sampling methods and a 990 

new workflow to characterise heterogeneous fracture networks at outcrop, Journal of Structural 991 

Geology, 72, 67-82, 2015a. 992 

Watkins, H., Butler, R. W., Bond, C. E., and Healy, D.: Influence of structural position on fracture 993 

networks in the Torridon Group, Achnashellach fold and thrust belt, NW Scotland, Journal of 994 

Structural Geology, 74, 64-80, 2015b. 995 

Wüstefeld, P., de Medeiros, M., Koehrer, B., Sibbing, D., Kobbelt, L., and Hilgers, C.: Evaluation of a 996 

workflow to derive terrestrial light detection and ranging fracture statistics of a tight gas 997 

sandstone reservoir analog, AAPG Bulletin, 102, 2355-2387, 2018. 998 

Zeeb, C., Gomez-Rivas, E., Bons, P. D., and Blum, P.: Evaluation of sampling methods for fracture 999 

network characterization using outcrops, AAPG bulletin, 97, 1545-1566, 2013. 1000 

Zhan, J., Xu, P., Chen, J., Wang, Q., Zhang, W., and Han, X.: Comprehensive characterization and 1001 

clustering of orientation data: A case study from the Songta dam site, China, Engineering 1002 

geology, 225, 3-18, 2017. 1003 

 1004 

Schrodt, F.,  Bailey, J.J., Kissling, D.W., Rijsdijk K.F., Seijmonsbergen A.C., van Ree, D., Hjort, J, 1005 

Lawley, R.S., Williams, C.N., Anderson, M.G., Beier, P., van Beukering, P., Boyd, D.S., 1006 

Brilha, J., Carcavilla, L., Dahlin, K.M., Gill, J.C., Gordon, J.E., Gray, M., Grundy, 1007 

M., Hunter, M.L., Lawler, J.J., Monge-Ganuzas, M., Royse, K.R., Stewart, I., Record, 1008 

S., Turner, W., Zarnetske, P.L., and Field, R.: Opinion: To advance sustainable stewardship, 1009 

we must document not only biodiversity but geodiversity. Proceedings of the National 1010 

Academy of Sciences, 116 (33) 16155-16158, 2019.  1011 

Senger, K., Buckley, S.J., Chevellier, L., Fagereng, A., Galland, O., Kurz, T.H., Ogata, K., Planke, S., 1012 

and Tve, J.: Fracturing of doleritic intrusions and associated contact zones: Implications for 1013 

fluid flow in volcanic basins, Journal of African Earth Sciences, 102, 70-85, 2015. 1014 

Whittaker, A. C., Attal, M., Cowie, P. A., Tucker, G. E., and Roberts, G.: Decoding temporal and spatial 1015 

patterns of fault uplift using transient river long profiles. Geomorphology, 100, 500-526, 2008. 1016 

Formatted: Justified, Indent: Left:  0 cm, Hanging:  1.25

cm, Line spacing:  1.5 lines

Commented [WK68]: Is this correct? 

Formatted: Justified

Formatted: Justified, Indent: Left:  0 cm, Hanging:  1.25

cm, Line spacing:  1.5 lines



Wohl, E., and David, G. C. L.: Consistency of scaling relations among bedrock and alluvial channels. 1017 

Journal of Geophysical Research – Earth Surface, 113, F04013, 2008. 1018 

 1019 

Andrews, B. J., Roberts, J. J., Shipton, Z. K., Bigi, S., Tartarello, M. C., and Johnson, G.: How do we 1020 

see fractures? Quantifying subjective bias in fracture data collection, Solid Earth, 10, 487-516, 1021 

2019. 1022 

Bandpey, A. K., Shahriar, K., Sharifzadeh, M., and Marefvand, P.: Comparison of methods for 1023 

calculating geometrical characteristics of discontinuities in a cavern of the Rudbar Lorestan 1024 

power plant, Bulletin of Engineering Geology and the Environment, 1-21, 2017. 1025 

Barton, N., Lien, R., and Lunde, J.: Engineering classification of rock masses for the design of tunnel 1026 

support, Rock mechanics, 6, 189-236, 1974. 1027 

Bieniawski, Z. T.: Rock mechanics design in mining and tunnelling, Monograph, 1984. 1028 

Bieniawski, Z. T., and Bieniawski, Z.: Engineering rock mass classifications: a complete manual for 1029 

engineers and geologists in mining, civil, and petroleum engineering, John Wiley & Sons, 1989. 1030 

Clarke, B. A., and Burbank, D. W.: Bedrock fracturing, threshold hillslopes, and limits to the magnitude 1031 

of bedrock landslides, Earth and Planetary Science Letters, 297, 577-586, 2010. 1032 

Collins, S. L., Loveless, S. E., Muddu, S., Buvaneshwari, S., Palamakumbura, R. N., Krabbendam, M., 1033 

Lapworth, D. J., Jackson, C. R., Gooddy, D. C., and Nara, S. N. V.: Groundwater connectivity 1034 

of a sheared gneiss aquifer in the Cauvery River basin, India,  1035 

Davis, G. H., Reynolds, S. J., and Kluth, C. F.: Structural geology of rocks and regions, John Wiley & 1036 

Sons, 2011. 1037 

Dühnforth, M., Anderson, R. S., Ward, D., and Stock, G. M.: Bedrock fracture control of glacial erosion 1038 

processes and rates, Geology, 38, 423-426, 2010. 1039 

Follin, S., Hartley, L., Rhén, I., Jackson, P., Joyce, S., Roberts, D., and Swift, B.: A methodology to 1040 

constrain the parameters of a hydrogeological discrete fracture network model for sparsely 1041 

fractured crystalline rock, exemplified by data from the proposed high-level nuclear waste 1042 

repository site at Forsmark, Sweden, Hydrogeology Journal, 22, 313-331, 2014. 1043 

Gillespie, P., Johnston, J., Loriga, M., McCaffrey, K., Walsh, J., and Watterson, J.: Influence of layering 1044 

on vein systematics in line samples, Geological Society, London, Special Publications, 155, 35-1045 

56, 1999. 1046 

Guihéneuf, N., Boisson, A., Bour, O., Dewandel, B., Perrin, J., Dausse, A., Viossanges, M., Chandra, 1047 

S., Ahmed, S., and Maréchal, J.: Groundwater flows in weathered crystalline rocks: Impact of 1048 

piezometric variations and depth-dependent fracture connectivity, Journal of Hydrology, 511, 1049 

320-334, 2014. 1050 

Hancock, P.: Brittle microtectonics: principles and practice, Journal of structural geology, 7, 437-457, 1051 

1985. 1052 



Hardebol, N., and Bertotti, G.: DigiFract: A software and data model implementation for flexible 1053 

acquisition and processing of fracture data from outcrops, Computers & Geosciences, 54, 326-1054 

336, 2013. 1055 

Healy, D., Rizzo, R. E., Cornwell, D. G., Farrell, N. J., Watkins, H., Timms, N. E., Gomez-Rivas, E., 1056 

and Smith, M.: FracPaQ: A MATLAB™ toolbox for the quantification of fracture patterns, 1057 

Journal of Structural Geology, 95, 1-16, 2017. 1058 

Hoek, E.: Strength of jointed rock masses, Geotechnique, 33, 187-223, 1983. 1059 

Hoek, E., and Brown, E. T.: Practical estimates of rock mass strength, International journal of rock 1060 

mechanics and mining sciences, 34, 1165-1186, 1997. 1061 

Hong, K., Han, E., and Kang, K.: Determination of geological strength index of jointed rock mass based 1062 

on image processing, Journal of Rock Mechanics and Geotechnical Engineering, 9, 702-708, 1063 

2017. 1064 

Hooyer, T. S., Cohen, D., and Iverson, N. R.: Control of glacial quarrying by bedrock joints, 1065 

Geomorphology, 153, 91-101, 2012. 1066 

Krabbendam, M., and Glasser, N. F.: Glacial erosion and bedrock properties in NW Scotland: abrasion 1067 

and plucking, hardness and joint spacing, Geomorphology, 130, 374-383, 2011. 1068 

Krabbendam, M., and Bradwell, T.: Quaternary evolution of glaciated gneiss terrains: pre-glacial 1069 

weathering vs. glacial erosion, Quaternary Science Reviews, 95, 20-42, 2014. 1070 

Krabbendam, M., Eyles, N., Putkinen, N., Bradwell, T., and Arbelaez-Moreno, L.: Streamlined hard 1071 

beds formed by palaeo-ice streams: A review, Sedimentary Geology, 338, 24-50, 2016. 1072 

Laubach, S. E., Lamarche, J., Gauthier, B. D., Dunne, W. M., and Sanderson, D. J.: Spatial arrangement 1073 

of faults and opening-mode fractures, Journal of Structural Geology, 108, 2-15, 2018. 1074 

Laubach, S. E., Lander, R., Criscenti, L. J., Anovitz, L. M., Urai, J., Pollyea, R., Hooker, J. N., Narr, 1075 

W., Evans, M. A., and Kerisit, S. N.: The role of chemistry in fracture pattern development and 1076 

opportunities to advance interpretations of geological materials, Reviews of Geophysics, 57, 1077 

1065-1111, 2019. 1078 

Liu, Y.-C., and Chen, C.-S.: A new approach for application of rock mass classification on rock slope 1079 

stability assessment, Engineering geology, 89, 129-143, 2007. 1080 

Mahé, S., Gasc-Barbier, M., and Soliva, R.: Joint set intensity estimation: comparison between 1081 

investigation modes, Bulletin of Engineering Geology and the Environment, 74, 171-180, 2015. 1082 

Mäkel, G.: The modelling of fractured reservoirs: Constraints and potential for fracture network 1083 

geometry and hydraulics analysis, Geological Society, London, Special Publications, 292, 375-1084 

403, 2007. 1085 

Manzocchi, T.: The connectivity of two‐dimensional networks of spatially correlated fractures, Water 1086 

Resources Research, 38, 1-1-1-20, 2002. 1087 



Maréchal, J.-C., Dewandel, B., Ahmed, S., Galeazzi, L., and Zaidi, F. K.: Combined estimation of 1088 

specific yield and natural recharge in a semi-arid groundwater basin with irrigated agriculture, 1089 

Journal of Hydrology, 329, 281-293, 2006. 1090 

Marinos, P., and Hoek, E.: GSI: a geologically friendly tool for rock mass strength estimation, ISRM 1091 

international symposium, 2000,  1092 

Mauldon, M., Dunne, W., and Rohrbaugh Jr, M.: Circular scanlines and circular windows: new tools 1093 

for characterizing the geometry of fracture traces, Journal of Structural Geology, 23, 247-258, 1094 

2001. 1095 

Menegoni, N., Giordan, D., Perotti, C., and Tannant, D. D.: Detection and geometric characterization 1096 

of rock mass discontinuities using a 3D high-resolution digital outcrop model generated from 1097 

RPAS imagery–Ormea rock slope, Italy, Engineering geology, 252, 145-163, 2019. 1098 

Müller, L.: Rock mechanics, Springer, 1974. 1099 

Nyberg, B., Nixon, C. W., and Sanderson, D. J.: NetworkGT: A GIS tool for geometric and topological 1100 

analysis of two-dimensional fracture networks, Geosphere, 14, 1618-1634, 2018. 1101 

Odling, N., Gillespie, P., Bourgine, B., Castaing, C., Chiles, J., Christensen, N., Fillion, E., Genter, A., 1102 

Olsen, C., and Thrane, L.: Variations in fracture system geometry and their implications for fluid 1103 

flow in fractures hydrocarbon reservoirs, Petroleum Geoscience, 5, 373-384, 1999. 1104 

Park, H.-J., West, T. R., and Woo, I.: Probabilistic analysis of rock slope stability and random properties 1105 

of discontinuity parameters, Interstate Highway 40, Western North Carolina, USA, Engineering 1106 

Geology, 79, 230-250, 2005. 1107 

Peacock, D., Nixon, C., Rotevatn, A., Sanderson, D., and Zuluaga, L.: Glossary of fault and other 1108 

fracture networks, Journal of Structural Geology, 92, 12-29, 2016. 1109 

Peacock, D., Dimmen, V., Rotevatn, A., and Sanderson, D.: A broader classification of damage zones, 1110 

Journal of Structural Geology, 102, 179-192, 2017. 1111 

Peacock, D., Sanderson, D., and Rotevatn, A.: Relationships between fractures, Journal of Structural 1112 

Geology, 106, 41-53, 2018. 1113 

Perrin, J., Ahmed, S., and Hunkeler, D.: The effects of geological heterogeneities and piezometric 1114 

fluctuations on groundwater flow and chemistry in a hard-rock aquifer, southern India, 1115 

Hydrogeology Journal, 19, 1189, 2011. 1116 

Pless, J.: Characterising fractured basement using the Lewisian Gneiss Complex, NW Scotland: 1117 

implications for fracture systems in the Clair Field basement, Durham University, 2012. 1118 

Pless, J., McCaffrey, K., Jones, R., Holdsworth, R., Conway, A., and Krabbendam, M.: 3D 1119 

characterization of fracture systems using terrestrial laser scanning: An example from the 1120 

Lewisian basement of NW Scotland, Geological Society, London, Special Publications, 421, 1121 

125-141, 2015. 1122 

Procter, A., and Sanderson, D. J.: Spatial and layer-controlled variability in fracture networks, Journal 1123 

of Structural Geology, 108, 52-65, 2018. 1124 



Ren, F., Ma, G., Fan, L., Wang, Y., and Zhu, H.: Equivalent discrete fracture networks for modelling 1125 

fluid flow in highly fractured rock mass, Engineering geology, 229, 21-30, 2017. 1126 

Rizzo, R. E., Healy, D., and De Siena, L.: Benefits of maximum likelihood estimators for fracture 1127 

attribute analysis: Implications for permeability and up-scaling, Journal of Structural Geology, 1128 

95, 17-31, 2017. 1129 

Roy, S., Tucker, G., Koons, P., Smith, S., and Upton, P.: A fault runs through it: Modeling the influence 1130 

of rock strength and grain‐size distribution in a fault‐damaged landscape, Journal of Geophysical 1131 

Research: Earth Surface, 121, 1911-1930, 2016. 1132 

Sanderson, D. J., and Nixon, C. W.: The use of topology in fracture network characterization, Journal 1133 

of Structural Geology, 72, 55-66, 2015. 1134 

Sanderson, D. J., and Nixon, C. W.: Topology, connectivity and percolation in fracture networks, 1135 

Journal of Structural Geology, 115, 167-177, 2018. 1136 

Selby, M. J.: Hillslope materials and processes, Hillslope materials and processes., 1982. 1137 

Singhal, B. B. S., and Gupta, R. P.: Applied hydrogeology of fractured rocks, Springer Science & 1138 

Business Media, 2010. 1139 

Sklar, L. S., Riebe, C. S., Marshall, J. A., Genetti, J., Leclere, S., Lukens, C. L., and Merces, V.: The 1140 

problem of predicting the size distribution of sediment supplied by hillslopes to rivers, 1141 

Geomorphology, 277, 31-49, 2017. 1142 

Sonmez, H., and Ulusay, R.: Modifications to the geological strength index (GSI) and their applicability 1143 

to stability of slopes, International Journal of Rock Mechanics and Mining Sciences, 36, 743-1144 

760, 1999. 1145 

Sonmez, H., and Ulusay, R.: A discussion on the Hoek-Brown failure criterion and suggested 1146 

modifications to the criterion verified by slope stability case studies, Yerbilimleri, 26, 77-99, 1147 

2002. 1148 

Stober, I., and Bucher, K.: Hydraulic properties of the crystalline basement, Hydrogeology Journal, 15, 1149 

213-224, 2007. 1150 

Strijker, G., Bertotti, G., and Luthi, S. M.: Multi-scale fracture network analysis from an outcrop 1151 

analogue: A case study from the Cambro-Ordovician clastic succession in Petra, Jordan, Marine 1152 

and Petroleum Geology, 38, 104-116, 2012. 1153 

Sturzenegger, M., Sartori, M., Jaboyedoff, M., and Stead, D.: Regional deterministic characterization 1154 

of fracture networks and its application to GIS-based rock fall risk assessment, Engineering 1155 

geology, 94, 201-214, 2007. 1156 

Sturzenegger, M., Stead, D., and Elmo, D.: Terrestrial remote sensing-based estimation of mean trace 1157 

length, trace intensity and block size/shape, Engineering Geology, 119, 96-111, 2011. 1158 

Tavani, S., Corradetti, A., and Billi, A.: High precision analysis of an embryonic extensional fault-1159 

related fold using 3D orthorectified virtual outcrops: The viewpoint importance in structural 1160 

geology, Journal of Structural Geology, 86, 200-210, 2016. 1161 



Thiele, S. T., Grose, L., Samsu, A., Micklethwaite, S., Vollgger, S. A., and Cruden, A. R.: Rapid, semi-1162 

automatic fracture and contact mapping for point clouds, images and geophysical data, Solid 1163 

Earth, 8, 1241, 2017. 1164 

Ukar, E., Laubach, S. E., and Hooker, J. N.: Outcrops as guides to subsurface natural fractures: Example 1165 

from the Nikanassin Formation tight-gas sandstone, Grande Cache, Alberta foothills, Canada, 1166 

Marine and Petroleum Geology, 103, 255-275, 2019. 1167 

Vasuki, Y., Holden, E.-J., Kovesi, P., and Micklethwaite, S.: Semi-automatic mapping of geological 1168 

Structures using UAV-based photogrammetric data: An image analysis approach, Computers & 1169 

Geosciences, 69, 22-32, 2014. 1170 

Voorn, M., Exner, U., Barnhoorn, A., Baud, P., and Reuschlé, T.: Porosity, permeability and 3D fracture 1171 

network characterisation of dolomite reservoir rock samples, Journal of Petroleum Science and 1172 

Engineering, 127, 270-285, 2015. 1173 

Watkins, H., Bond, C. E., Healy, D., and Butler, R. W.: Appraisal of fracture sampling methods and a 1174 

new workflow to characterise heterogeneous fracture networks at outcrop, Journal of Structural 1175 

Geology, 72, 67-82, 2015a. 1176 

Watkins, H., Butler, R. W., Bond, C. E., and Healy, D.: Influence of structural position on fracture 1177 

networks in the Torridon Group, Achnashellach fold and thrust belt, NW Scotland, Journal of 1178 

Structural Geology, 74, 64-80, 2015b. 1179 

Zeeb, C., Gomez-Rivas, E., Bons, P. D., and Blum, P.: Evaluation of sampling methods for fracture 1180 

network characterization using outcrops, AAPG bulletin, 97, 1545-1566, 2013. 1181 

Zeeb, C., Gomez-Rivas, E., Bons, P. D., Virgo, S., and Blum, P.: Fracture network evaluation program 1182 

(FraNEP): A software for analyzing 2D fracture trace-line maps, Computers & geosciences, 60, 1183 

11-22, 2013. 1184 

Zhan, J., Xu, P., Chen, J., Wang, Q., Zhang, W., and Han, X.: Comprehensive characterization and 1185 

clustering of orientation data: A case study from the Songta dam site, China, Engineering 1186 

geology, 225, 3-18, 2017. 1187 

 1188 


