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We sincerely thank the referee for reviewing this manuscript. His/her constructive and
well-structured comments helped us to advance our manuscript. Please find below a
point-by-point response to the referee comments (comments of the reviewer in black
and our response in red, text changes appear in italic font)

On behalf of all authors, yours sincerely,
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Maximilian Oskar Kottwitz

Main comments:

* Large closures and percolation analysis:
I don’t think it makes much sense to investigate closures R much larger than 1.
Indeed, the hypothesis of perfect plastic closure (overlapping regions just disappear)
is not too bad for configurations in which a moderate proportion of the fracture plane
is closed (i.e., for R ≤ 1). But for larger closures one would expect the real geometry
to be significantly different from that obtained with this crude approximation. It turns
out that the results relative to the hydraulic efficiency are shown only for R < 1. The
study of percolation, on the contrary, is only interesting for R > 1 since the percolation
probability starts taking values strictly smaller than 1 precisely for these configurations
of large closure (R > 1). This section is therefore, in my opinion, rather irrelevant. I
would suggest to remove it.

The main purpose of the percolation analysis was to narrow down the parameter
space for the presented generation-procedure of synthetic fracture models for the
fluid-flow simulations. On top of that, we also wanted to know if there is a dependency
of percolation and contact fraction on the effective surface area of the fractures. Since
there was no notable dependence on S, one could have already excluded this from
the paper, but since we use parts of the data for our conceptual model in figure 10, we
initially decided to keep it.
We are fully aware that realistic geometries with configurations of R > 1 should differ
significantly from the synthetic geometries we generated here, and we agree that
adding the percolation analysis to the results section could be misleading due to the
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points you mentioned. We therefore now shift the figure to the description of the
synthetic dataset (section 2.3), as it potentially shows closure behavior in a statistical
manner. We clarified in the text that this approximation is rather crude for fractures
with R > 1 but necessary to get an idea of the boundaries of the parameter space,
which ultimately helped us to synthesize our conceptual model in the discussion.

This led to a few changes in the paper:
Section 3.1 was removed and parts of it were inserted into section 2.3. Furthermore,
we exchanged the names of group 1 and 2 (group 2 are now the fluid flow geometries)
to be chronologically consistent.

In addition, we added this line to address your comment:
Following this, we have chosen to limit the fracture geometries for the fluid flow
simulations to configurations with R ≤ 1 to (i) exclude non-percolation systems and
(ii) limit the effect of the above-mentioned "melting" hypothesis, which intensifies with
increasing R.

We also include a new table (table 2) on page 9, indicating the value ranges of
mean aperture, standard deviation of aperture, contact fraction, R and S as well
as effective permeability for all models in group 2, as this was also requested in by
Reviewer 1.

* Figures 5 and 6, and the corresponding discussion (pages 10 and 11):
Instead of showing a plot that is interpolated from the raw data using a Matlab function
whose principle is not explained and whose parameters are not given, I would suggest
that the authors perform their own box-averaging to show local mean values of S
as a function of S and R, but also that they also provide similar information for the
fluctuations of the statistics, for example in terms of the standard deviations of values
within various (R,S) ranges. Such a figure coud be added following the model of

C3

Figure 5, and would complement it.
In a way the information provided in Figure 6 contains this type of information, but in a
less straightforward manner, and though the interpretation provided by the authors is
correct, the choice of words matters. This is not about the "accuracy of the presented
model", this results from the fact that the model corresponds to the average behavior
of a population, and that fluctuations in hydraulic are found within the population.
These fluctuations are all the larger as the correlation length is larger. The model may
be very accurate for the average behavior (and probably is). And the authors could
provide a model for the standard deviation around the mean behavior by fitting the
data of the figure I am suggesting above.

Presenting experimental data with that amount of complexity is always non-trivial. We
have chosen the open-source “gridfit” routine (using a smoothening factor of 4 and
their default interpolation settings, i.e. Delaunay triangulation) because we already
have been using it for a while due to its convenience and found that it was also used
in a few other publications. However, we agree that this might seem unintuitive in
comparison to using box-averaging and standard fitting routines, although it delivers
comparable results. To be on the safe side, we performed the box-averaging on the
raw data as suggested above to obtain local mean and standard deviations (see figure
1 and 2). Here, we have chosen the box-sizes such that they always contain 20 or
more data points. If this condition does not hold, the boxes were left blank on the plot.
We could integrate the new plots with the box-averaged data into the paper or use
the visually more appealing interpolated “gridfit” data as already present. There, the
fluctuations of the hydraulic efficiency are indicated by the black contour lines. We
prefer using the original figure, as we find that it generally shows the trends of the
data quite well and is easier to interpret as it combines the average behavior and the
fluctuations.
We were not aware that a model for the standard deviation would be helpful using this
kind of model – thank you for pointing it out. To deliver that, we used the box-averaged
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standard deviation data, took the center points of each non-empty box and assigned
the corresponding value to perform standard surface fitting. We found that functions of
the form (a ∗ exp(R) + b) ∗ (c ∗ tanh(S) + d) gave reasonable approximations of the
hydraulic efficiency fluctuations, whereas the fitting parameters change for different
correlation lengths. For that we generated a new table (table 3, page12), containing
the fitting coefficients.

We changed the sentence on page 11, line 207 to:
To investigate the hydraulic efficiency fluctuations for similar fracture configurations,
. . .

Add the end of the section, page 12 line 221, we added the following (note that
we changed φ to χ throughout the text to prevent confusion with porosity - see RC1):
To quantify the hydraulic efficiency fluctuations (σχ) with respect to its correlation
length, we provide a model of the form:
σχ = (a× eR + b)(c× tanh(S) + d)
with corresponding parameter values given by table 3.

Similarly I think that the wording used in the sentence of page 15, line 276, is
misleading when mentioning "a prediction error of 26.7%.

We also changed the wording at 15, line 276 to:
The hydraulic efficiency as a function of effective surface area and fracture closure is
given by eq. 16, its variability with respect to the correlation length is given by eq. 17
and table 3 whereas an overall numerical error of 7.2% has to be considered.

Accordingly, we had to change the abstract at page 1, line 20 to:
An equation was provided that predicts the average behavior of hydraulic efficiencies

C5

and respective fracture permeabilities as a function of their statistical properties.
A model to capture fluctuations around that average behavior with respect to their
correlation lengths has been proposed. Numerical inaccuracies were quantified with a
resolution test, revealing an error of 7.2%.

*I am not quite sure I fully understand how the test on the accuracy of the numerical
solution is done.

The numerical estimation of permeabilities is resolution dependent, i.e. it requires
sufficient level of discretization to obtain the correct result. To investigate the impact of
this resolution dependency and subsequently the accuracy of the numerical solution at
a certain level of discretization, proper resolution tests have to be conducted. In praxis,
the same model is discretized with increasing resolutions and usually the resulting
permeability converges to a constant value with respect to increasing resolutions –
this is then thought to be the true solution. From this kind of calibration curves it is
possible to estimate the numerical error at a certain level of discretization.
In our case, we first run simulations in several fractures with lc/L ratios of 1 at large
resolutions and then subsequently reduce the resolution of the same models and
investigate how the permeability fluctuates (quantified with the error norm in figure 8
as a function of voxel size, i.e 1/resolution).

Firstly, the notion of "uncorrelated part of a fracture" is strange to me, as the uncor-
related vs. correlated feature is a question of scale rather than location. Perhaps it is
simply a question of formulation. Similarly, the sentence of line 228, "16 subsets are
drawn that focus on the uncorrelated parts of the fractures that corresponds to ..." is
not clear to me.
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With “uncorrelated part of a fracture" we mean a smaller portion of the fracture where
both fracture surfaces are fully uncorrelated. This can be any region of the fracture,
with size equal to the correlation length, regardless of its location. The main surface
features that inhibit flow are expressed in those regions, as above the correlation
length the fracture is more or less planar. But since we simulated fractures of equal
spatial extents with varying correlation lengths, we needed to quantify the numerical
error caused by the loss of resolution in exactly those locations.
E.g: Our fractures are resolved with 512x512x128 voxels. For a fracture with lc/L of
1, the uncorrelated surface features are highly resolved with 512x512. In contrast to
that, the uncorrelated regions of a fracture with lc/L of 1/16 are only resolved with a
resolution of 32x32. The grey-dashed lines in figure 8 highlight the numerical error
(7.2%) that is connected to the resolution we have chosen for our fractures with lc/L
ratios of 1/16. For increasing lc/L ratios this error should reduce, as the uncorrelated
regions become higher resolved.

In order to clarify this, we changed the wording on page 12, line 226 to:
As the most relevant roughness features are expressed within the uncorrelated region
of a fracture (i.e., where lc = L), . . .

We also changed line 226-228 to:
For that, eight fractures with the size of 4096x4096x512 voxels and a lc/L ratio of 1/16
are generated in the same manner as explained in section 2.3. For each fracture, 16
subsets are drawn that focus uncorrelated regions of the fracture, resulting in subsets
of 256x256x512 voxels.

* Last sentence of the paper: "This parametrization could easily be incorporated in a
DFN modeling framework to investigate the hydraulic response at reservoir scales".
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Yes, it could. It could be interesting to substantiate, though, for two reasons.

First, this model is obtained for fractures of correlation length L/16. Does it still hold
whatever the correlation length if it is smaller than L/16 ? If not the model could only
be used in models of fractured reservoirs for which all fractures exhibit a ratio L/lc =
16.

Yes, you are right. Equation 17 can only be used for fractures in systems that are at
least 16 times larger than the minimal correlation length. However, we can now use
the model for the standard deviation of hydraulic efficiencies to incorporate fluctuations
for systems that are closer to the correlation length. See comment below for changes
in the paper.

Second, the hydraulic behavior of DFN of rough fractures is not necessarily properly
described by that of a DFN of parallel plate fractures of suitably adjusted apertures.
There can be coupling between fracture scale heterogeneity and network-scale
heterogeneity, that is, fracture scale flow heterogeneity can in some cases modify the
flow connectivity at the network scale. However de Dreuzy et al (JGR 2012) have
shown that this can only occur if the correlation length is not significantly smaller than
one or two tenths of the medium size. At reservoir scale this is clearly never the case.
But this is not trivial and could be discussed.

Thank you for pointing that out. If DFN with spatial extents close to the fracture’s
correlation length are considered, fluctuations in the flow properties have to be taken
into account. The paper you mentioned demonstrates nicely how this can be done.

We added the following sentence at page 16, line 293:
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This parameterization can easily be incorporated in a DFN modeling framework to
investigate the hydraulic responses at reservoir scales, assuming that the minimal
correlation length is no longer than 1/16 of the reservoir size. If DFN’s of scales close
to the correlation length are considered, fluctuations of the flow behaviour have to
be taken into account (e.g., de Dreuzy et al., 2012), as this can modify network flow
connectivity.

Various comments on other points along the text:

* The introduction is rather short, but logically organized, and provides a proper
summary of the state of the research on the topic so far. The authors use an approach
relying on a large statistics of fracture with identical. They could mention that the first
approach of this kind was proposed by Méheust and Schmittbuhl in a JGR paper in
2001, studying populations of synthetic rough fractures with self-affine aperture fields
(that is, for lc/L=1).

We changed page 3, lines 59 – 63 to:
Following Méheust and Schmittbuhl (2001,2003) the ratio between system size L,
and the correlation length lc defines whether the fracture has an intrinsic permeability
or not. Their statistical approach suggested that permeabilities of uncorrelated
fractures (i.e., lc/L = 1) are strongly fluctuating and anisotropic for the same roughness
configurations, revealing the importance of considering low lc/L ratios to be able to
quantify an intrinsic fracture permeability.

* In the presentation of Eq. (1), the hypothesis of permanent flow is missing.
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We changed page 3, line 76 to:
. . ., i.e., momentum balance (1) and continuity (2) equations, which for steady-state
flow conditions are given in compact form by: ...

* In Eq. (6), the mathematical notation is strange: a is used both for the aperture field
prior to negative values being put to 0, and for the the aperture field whose negative val-
ues have been put to 0. Of course when coding one may use the same variable name,
overwriting the previous variable a, but mathematically they are two different quantities.

Of course, thanks for pointing out.
We changed the notation from a(x, y) to a0(x, y) on page 4, lines 94 and 95 (eq. 6),
page 5, lines 110 (eq. 9) and page 5, line 122.

* Page 5, line 104: "leaving H as a measure for the intensity of small scale roughness".

This explanation is a bit caricatural. H is rather a measure of the ratio between larger
scale roughness and smaller scale roughness (the ratio being always larger than 1
since h>0, but all the smaller as H is smaller).

You are right, this might sound over simplified.
We changed page 5, line 104 to:
. . ., leaving H as a measure for the ratio of large scale versus small scale roughness
intensity.

* Equation (8): some authors choose to divide the standard deviation of the aperture
by the mechanical aperture, which is the mean aperture prior to putting negative
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apertures to 0 and thus corresponds to the distance between the mean planes of
the facing topographies. Is there a particular reason why you chose to use the mean
aperture?

The reason for that is, that we wanted to have a parameter, that could be computed
from in-situ fracture data (e.g. CT-scans). There, it is very difficult to acquire infor-
mation of the individual fracture surfaces, as one can only compute it from the entire
void space. Also, we think that it better reflects effective properties of a fracture, as for
fractures with large closures there might be trapped pore space within the fracture (we
shortly addressed this on page 8, line 160).

* Page 4, line 113: why don’t you express the condition of contact in terms of R
(R ≥ 1/(3/

√
2)?

Thanks for pointing it out. In that context, it is better to express it in terms of R, rather
than mean aperture.
We changed page 5 line 113 to:
. . . and the surfaces are in contact if R ≥ (3

√
2)
−1 (see Brown, 1987).

* Page 5, line 121: It seems that a simple way of presenting S would be as the ratio of
the fracture surface’s area to twice that of its projection on the fracture plane.

Yes, exactly. This is what is shown with the term saf

sac
in equation 10. However, you still

have to normalize by the contact fraction.

We simplified the text on page 5 line 121 according to your suggestion:
For that, we calculate the ratio of the surface area of the fracture saf to twice the area

C11

of its projection on the fracture plane (i.e., two times the base area perpendicular to
the flow direction) sac and normalize it with the fractional amount of the aperture field
that has opened, i.e. . . .

* Page 6: was the conservation of the total volumetric flow rate tested ? What are the
relative flow rate fluctuations between all sections transverse to the mean flow ?

We understand the concern of the reviewer, that the numerical solution procedure
might introduce errors in the mass conservation. In this case the result would be
fluctuations in the relative flow-rate transverse to the principal flow direction. While
computing the divergence of the continuity equation (eq. 2), we make sure, that
the absolute mass-conservation residual is reduced down to 10−8. Visualizing
the spatial distribution of the mass-conservation residual (see figure 3 for an ex-
ample) demonstrates this. Additionally, in Appendix A of Eichheimer et al., 2019
(https://doi.org/10.5194/se-10-1717-2019) it has been demonstrated that relative
residual reductions lower than 10−7 deliver constant permeability values (using the
same numerical code). Based on this, we conclude that the obtained solutions are
sufficiently correct.

* Table 1: It would be interesting to have the mininum and maximum values of R in the
table.

See comment above, we inserted a new table on page 9 containing that information.

* Page 8, line 184-185, about the inset plot: the contact fraction is only controlled
by the PDF of apertures prior to setting negative values to 0; that PDF is mostly
independent of lc/L (though if one looks closely one may find a slight dependence),
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and therefore only dependent on the fracture closure. This is well known.

We agree. Because of that, we shifted the percolation analysis to the description of
the synthetic dataset, rather than presenting it as new results (see comment above).
However, we now know that this also holds for the way we compute the mean aperture
(setting negative values to zero and then computing the PDF).

* Page 12, line 225: Here you probably mean "perpendicular to the fracture plane",
i.e., the vertical direction if the fracture is horizontal.

In that case, the result of both expressions is the same. By applying pressure boundary
conditions on two opposing fracture walls while setting the remaining to no-slip, we
enforce a principal flow direction which in that case is parallel to the fracture plane.
For porous media, however, this is not the case which is why we decided to keep the
expression as is, but refining page 12, line 225 by:
. . ., the resolution perpendicular to the principal flow direction is the most crucial part.

* Equation (8): in this equation, it seems that the norm is simply the absolute value of
the relative error. Why use a square inside a root mean square ?

Yes, you’re right – thanks for pointing out.
We changed the notation of equation 18 to:
||δk|| = |kr−kmax

kmax
|

* Discussion of page 14: here you could mention that the lower the value of lc/L, the
larger the impact of the vertical flow tortuosity on the fracture’s permeability.
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We changed page 14, lines 251-253 to:
Considering flow predictions for uncorrelated fractures (i.e. lc/L ≥ 1) is problematic.
Blocked pathways connected to the early appearance of the percolation limit (see
Fig. 4) or flow enhancing configurations (χ > 1) as also observed by Méheust and
Schmittbuhl (2000) are producing substantial variations in their hydraulic efficiencies.
With decreasing lc/L ratios, the impact of vertical flow tortuosity on its permeability
increases due to a larger portion of flow inhibiting configurations compared to flow en-
hancing ones (see Méheust and Schmittbuhl, 2000). On the contrary, the fluctuations
in the average flow behavior decrease significantly with decreasing lc/L ratios.

* Page 15, line 262: "correlation lengths that are equal to the size of the fracture ....
seem rather unrealistic".

The origin of the correlation length is not generally known, is it ? Is it mechanical ? A
fresh fracture without shift along the fracture plane would present a constant aperture
field, one with a shift of length l would have a correlation length lc = l in that direction,
but then the aperture field would be anisotropic.

We agree that little is known about the origin of the correlation length, but we follow the
hypothesis of Brown, 1995, that it originates from mechanical principles. We simply
wanted to make the point that a full fracture with a correlation length equal to the size
of the fracture is unrealistic. If we considering the study of Schultz et al., 2008 (DOI:
https://doi.org/10.1016/j.jsg.2008.08.001), the displacement of joints (d) scales with
its length (L) by: d = αL0.5 with α-values in the order of 0.01 to 0.001. Assuming
that the correlation length scales with the fractures displacement, results in maximal
correlation-length-to-fracture-size ratios of 0.01. So it is not possible to have fractures
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with correlation length that is equal to their size. This highlights the need for further
research on that topic.
To elaborate this in the paper, we changed page 14, lines 261-264 to:
From a mechanical perspective, correlation lengths that are equal to the size of
the fracture seem rather unrealistic, considering that the shear displacement ds of
fractures scales with their length Lf according to ds = αLf0.5 (Schultz et al., 2008).
Using α values between 0.01 and 0.001, which is about the range for Moros joints
in Schultz et al. (2008), results in a maximal lc/Lf ratio of ratio of 0.01. This thus
illustrates that further research on fractures correlation lengths is required because
the presence of it is omnipresent in most relevant studies ...

* Page 15, line 269: Here and elsewhere I would use "parallel plate equivalent" (which
refers to the geometry) rather than "cubic law equivalent", which involves a hydraulic
concept. The two fractures are equivalent in that their mean apertures are identical
(a geometric feature), not in that their hydraulic behavior is the same (this equality
defines the fracture’s hydraulic aperture).

Indeed, using the term “cubic law equivalent” could be misleading. We changed it
throughout the paper to your suggestion at page 5, line 113 and line 119, page 6, line
123, page 9, line 195 and 196 and page 15, line 269.

Writing:

* Shouldn’t the vectorial quantities (including nabla) appear in bold fonts?

We are not sure about that and would leave the final decision to the editor.
C15

* Page 4, line 100: I would call the "rescaling factor" simply a "prefactor".

We incorporated the suggested change at page 4, line 100.

* Page 6, line 137: ")" should be removed after "0.01 Pa".

This was already changed in RC1.

* Page 6, line 145: here I’d write "with η the fluid’s dynamics viscosity".

We incorporated the suggested change at page 6, line 145. We changed the symbol
for viscosity to µ to be consistent (This was already mentioned in the RC1).

* Page 8, line 176: I think "build" should be "built" here; please check.

Yes, correct. We corrected it at page 8, line 176.

* Page 12, line 219: "multiplied by" rather than "on".

We incorporated the suggested correction at page 12, line 219.

* Page 12, line 225: "the resolution perpendicular to the flow direction".
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See comment above, we changed Page 12, line 225 to:
. . ., the resolution perpendicular to the principal flow direction is the most crucial part.

Interactive comment on Solid Earth Discuss., https://doi.org/10.5194/se-2019-190, 2020.
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Fig. 1. Mean of the hydraulic efficiency for different correlation-length-to-size ratios
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Fig. 2. Standard deviation of the hydraulic efficiency for different correlation-length-to-size ra-
tios
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Fig. 3. Spatial distribution of the residual of the continuity equation (eq. 2) after the numerical
solution process

C20


