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******Answers to Referee #1 ****** 
 
In this paper, the authors relocate 344 earthquakes in the southern and eastern Alps by 
exploiting arrival time data from the temporary SWATH-D network, supplemented by Alp-Array 
stations. Overall, the paper is well written, the methods well explained and tested, and the 
results carefully obtained and discussed. I suppose one could argue that the work they carried 
out would normally be integrated into a local earthquake tomography study, in which preliminary 
location of events is undertaken and a robust 1-D reference model is generated prior to the 
tomography. However, given that this is a new and large dataset from a region of significant 
interest, that cutting edge methods were used for the hypocenter locations and 1-D velocity 
structure determination, and that the final earthquake distribution does provide insight into 
active faults in the region, I would be happy to see the paper published following minor 
revisions. 
 
(1) Line 9: I would be tempted to replace “precise” with “robust”. 
Done 
 
(2) Line 43: I’m not sure I would say “...they depend not only on proper choices of initial values 
for hypocenter coordinates...” - what is meant by “proper” in this context – that they are close 
enough to the “true” location to make the inverse problem locally linear? 
Yes, by proper we mean close enough to the true location. This explanation is now added in 
brackets in the updated manuscript. 
 
(3) Line 44: I don’t think I would describe damping as a “technical parameter”. It is better 
described as regularisation. 
Agree – changed to “regularization” 
 
(4) Lines 115-119: In a way it’s a pity that automatic event detection was skipped, since 
presumably the combined array used in this study provides a much denser data coverage of 
the region compared to what national seismological agencies have access to. Consequently, 
there is probably quite a lot of seismicity that has been overlooked, and if the purpose of this 
paper is to examine earthquake distribution and its relationship to active faulting in the region, 
then that is somewhat unfortunate. However, on reading the next lines, it appears that an 
automated picking algorithm was applied, but presumably only to data windowed by the pre-
existing catalogue? It would also be interesting to know why the combined national 
seismological agencies were able to detect and presumably locate 2,639 local events, yet only 
384 were deemed good enough for the current study. I understand the issue of seismic gaps 



and noise, but are the national networks more dense than the network used in this study in 
some regions? 
Yes, you are right, the automatic picking is applied only to the data windowed by the pre-existing 
catalog events. We totally agree that running a detection routine on the data of this dense and 
large network will probably yield a much more complete set of events (down to smaller 
magnitudes). However, our aim was to concentrate on locating the events with high precision 
rather than obtaining a comprehensive catalog. To locate the events with high precision they 
have to have a minimum magnitude and – in turn – a relatively large number of observations. 
We are confident that these (larger) earthquakes are contained in the permanent networks’ 
catalogs. Additionally, one reason for this selection – besides the high-precision – is that we 
plan to use this dataset also for local earthquake tomography. We mention this now more 
frequently in the text. 
Considering that no information on the precision of national catalog events is available and 
some of their events are poorly locatable (due to smaller number of stations and larger inter-
station distances), we do an event selection based on our own location information after 
automatic picking: 
We used the origin-time of 2,639 local events from national catalogs (now in appendix A of the 
manuscript) to start the automatic picking with (the automatic picking was not skipped). After 
the automatic procedure we saw that lots of events are either on the periphery of the network 
or too weak or too noisy to be detected by more than 5 stations. Moreover, automatic procedure 
ignored some of the clear picks in the nearest stations and had some suspected picks in the 
farthest stations. Therefore, we decided to manually/visually check the picks (semi-automated 
picking). For this purpose, we selected the events with gap<200 and RMS <1s (not too 
conservative) for further consideration. We explain later in the text that from these 384 events, 
some are blasts, and some are unclear to us, and some with very small numbers of picks. 
 
(5) Line 140: Should be “..and thus is easily mispicked.” 
Done 
 
(6) Line 175: It is not clear to me how station terms can account for 3-D variations in velocity 
structure that are not considered in the inversion for 1-D velocity structure. 
We think our formulation was misleading. Therefore, we rephrased it as following: 
“Moreover, the model m comprises station–corrections for P and S waves (τP and τS), which 
account for travel-time effects (delayed or earlier arrivals) due to deviations of the 1–D model 
from the real 3–D velocity structure in the shallow subsurface beneath the stations.” 
 
(7) Line 188: “...for a very large...” - should be “...a very large...”. 
Done 
 
(8) Lines 188-193: Perhaps I misunderstand something, but the velocity model is defined by a 
series of horizontal layers, each with constant Vp and Vp/Vs? So why does a 3-D Voronoi mesh 
with 1 km spacing vertically and horizontally come into it? While it may be technically correct to 
use this terminology, isn’t it less confusing to describe this as a regular mesh in 3-D with 1 km 
spacing? Also, is there any need to correct for Earth’s sphericity, since I believe that the Podvin 
and Lecomte method is in Cartesian coordinates? 
For efficiency, we use a fast 2-D Eikonal solver to calculate the travel times. Therefore, we do 
not use a 3-D mesh but indeed a 2-D mesh with 1x1 km grid node spacing (vertically and 
horizontally). The irregular 1-D velocity model (defined by the set of Vpi, Vp/Vsi) is converted 
into this fine 2-D mesh by assigning the velocity value of the nearest model node (Vpi or Vp/Vsi, 



respectively) to the fine grid nodes (which is in fact some kind of Voronoi cell). Nevertheless, in 
order to avoid confusion, we modified the sentence to: 
“Therefore, the irregular velocity model is converted to a fine and uniform mesh by setting the 
velocity at each mesh point to the value of the nearest point from the irregular model (Vp i or 
Vp/Vsi, respectively). The fine mesh used by the Eikonal solver has a cell spacing of 1 km 
vertically and horizontally. “ 
Based on similar earlier studies, the dimension of our network seems to be small enough to 
neglect the sphericity, and similar inversion codes for local earthquakes (Velest; Kissling et al., 
1994) or simul2000 (Thurber 1977) make this simplification as well (and numerous studies with 
similar-sized networks) 
The actual model is a one-dimensional one, i.e., a set of n layers with constant P-velocities and 
Vp/Vs ratios. The model is described as a system of equivalent one-dimensional Voronoi cells 
(=layers). These Voronoi cells are degenerated: typically, Voronoi cells are 2- or 3-dimensional 
objects. 
 
(9) Lines 193-195: This is perhaps slightly confusing, because the first part seems to indicate 
an L1 measure of misfit, but with a Gaussian likelihood function, the actual misfit would be L2. 
For the Markov Chain method, we used the L2 norm and corrected this in the manuscript 
accordingly: 
“a misfit function, particularly for each model, is defined as the summed squared differences 
between the observed (d) and calculated travel-times.” 
 
(10) Line 215: It would be interesting to have some numbers on how many iterations constitute 
the burn-in phase, and how many subsequent iterations were used to build the posterior PDF. 
In this section (Method), we only explain the methodology and how the inversion works. We 
provide these numbers later in the text. As the burn-in phase and also the number of iterations 
is data-driven, these statistics are shown in figures 8 and 9a for the real data and also in the 
corresponding text. In particular, we used ~15,000 of the final models (every 1000th of all models 
after the burn-in phase) for the calculation of the posterior PDF; we describe this in Section 6. 
 
(11) Line 263: Should be “earthquake”, not “earthquakes”. 
Agree - changed 
 
(11) Line 273: I find it interesting that the Vp uncertainty is almost zero in the 0-20 km depth 
range, which the authors put down to dense ray coverage. What values do these uncertainty 
estimates take, and are they comparable with, say, the standard deviation of the lateral 
heterogeneity of the synthetic model input at that depth? 
The velocity uncertainty can depend on both the data (ray coverage and pick errors) and the 
lateral heterogeneity. A comparison between the lateral heterogeneity of the synthetic model 
and velocity uncertainty shows that they follow almost a similar pattern, although, not exactly 
equal. The lateral heterogeneity of the synthetic model is ~0.05 km/s between 2 and 20 km 
depth. It varies between 0.1 and 0.5 km/s below 20 km. These values are now added to the 
text. 
 
(12) Line 284: Should be “Results and discussion”. 
Done 
 
(13) Line 288: What happens if all model unknowns are allowed to vary in the initial tranche of 
iterations? 



Actually, there is no difference in the final models (Vp, Vp/Vs, quake locations, etc.) when 
running the inversion with or without the “first phase” (where we do not change the initial velocity 
model but only quake locations). When using no “first phase” the run-time (CPU time) is only 
significantly increased. So, we introduced the first phase for practical reasons to accelerate the 
computation. Note that we start our Markov chains with completely random velocity models and 
initial quake locations, i.e., these initial values are potentially “very far away” from the final 
results, spanning a very wide range. Keeping the initial velocity models fixed during the “first 
phase” moves the initial quake locations to their approximate epicenters, thus accelerates the 
inversion. 
 
(14) Line 319: Should be “A detailed interpretation of the pattern of corrections. . ..” 
Done 
 
(15) Line 323: Should be “Estimation of hypocenter accuracy. . ..” 
Done 
 
(16) Section 6.3: This section is essentially fine, although with a relatively modest database of 
344 earthquakes, it is not entirely clear what new insights are brought to the table beyond what 
might be gleaned from national catalogues that have been accumulated over periods of 
decades and involve many more earthquakes (albeit not as well located). To some extent this 
brings us back to the question of trying to use auto-detection methods that take advantage of 
this large array to find potentially large numbers of small earthquakes missed by the national 
agencies. 
Our database is mainly aimed for high location accuracy of the occurring earthquakes and not 
focusing on relatively small earthquakes (with only a few observations). Especially the focal 
depth-estimates are very sensitive to the quantity and quality of the picks and the velocity 
model. Furthermore, we intend to use this dataset for the calculation of the Local Earthquake 
Tomography (now this is emphasized more frequently in the manuscript). Therefore, instead of 
creating a comprehensive catalog, we focused on having a selection of the most consistent and 
precise hypocenters. We can also add that the microseismicity of this region is being further 
studied by other groups within the research project. 
We think that the earthquake locations that we established in this study have the highest 
precision in the region (at this time) thus enables us to interpret for example the depths of the 
earthquakes at the southern Alpine front (section 6.3). 
 
 
******Answers to Referee #2 – Prof. Edi Kissling ****** 
 
The manuscript regards the compilation of a local earthquakes catalog of 16 months period 
with the application of a few modifications and improvements to standard location procedure 
using the dense AlpArray and SWATH-D temprary station network. The study comprises 
different topics-procedural steps and results- each of potential interest to a wide range of 
readership. 
Interesting enough the first such topic addressed in the abstract is the description and 
attempted correlation of the seismicity with the regional geology and tectonics. While certainly 
precisely relocated, the 344 local earthquakes of a 16 months period by no means could be 
taken as representative for the seismicity in the region and it should not come as a surprise -
and not be seen as regional "characteristics“- that it appears in clusters. For a seismotectonic 
interpretation linking such observed clusters with tectonic faults to conclude, f.e., that "the 



general pattern of seismicity reflects head-on convergence of the Adriatic indenter with the 
Alpine orogenic crust.“ one would have hoped the authors to take advantage of the great data 
set with on average 36 P observation per event to complement the hypocenter locations with 
focal mechanisms at least for the larger magnitude events. 
We fully agree that for an in-depth seismotectonic study, focal mechanisms are essential. This 
issue was covered in other projects within the SPP. A manuscript dealing with focal mechanism 
was submitted to Solid Earth (Petersen et al., 2021), which we now reference in our manuscript. 
We also added some more information about the mechanisms in some sub-regions. Please 
see our response below. 
Furthermore, a comparison and thourough discussion of the relation of the presented high-
precision short-period seismicity with the long-term seismicity pattern reveiled by the official 
catalogs over the past 30 years is not only possible but necessary. 
The general pattern of the seismicity agrees with previous studies, e.g., Reiter et al., 2018, 
which we mentioned in the section “Discussion” of the manuscript. Furthermore, in the 
discussion section we compare the seismicity distribution of our study with those from previous 
studies in several sub-regions (based on local networks or national agency data). In the 
updated manuscript we added some sentences regarding the similarity of the seismicity pattern 
to long-term seismic catalogs such as the SHARE catalog as well. 
The main topic and work of the study regards the successful application of a Markov chain 
Monte Carlo inversion of the 12,534 P and 7,258 S observations from 344 local earthquakes to 
obtain a 1D velocity model and station delays for the region that allows high-precision 
hypocenter locations. The derivation of the model is well explained and complemented with the 
description of a synthetic test to provide a statistical estimate of the location uncertainties. In 
addition, a "ground truth“ location experiment with quarry blasts is presented and discussed. 
This part of the manuscript is very clearly presented and contains a lot of technical details that 
allow the interested specialist to follow most steps. Considering the readership that might be 
interested in the seismicity and their tectonic interpretation though, I suggest to most of the 
chapter 5 could be moved to the supplementary material. What is missing, however, is a critical 
discussion of the results and, in particular, their relevance and meaning for the seismic catalog 
of 344 events presented. Considering that with the Markov chain MC inversion the authors 
address the coupled hypocenter-velocity model problem for the complet (very high-quality in 
terms of number of observations per event) 344 event data set, I do not understand why there 
is no mentioning about the internal consistency of the hypocenter solution or about the great 
potential of these results as initial data (hypocenters and model alike) for 3D seismic 
tomography. Rather, the list of relocated earthquakes is presented simply as a higher-precision-
"than INGV/ZAMG“ catalog for the region. 
We agree with your comment regarding the internal consistency of our hypocenter solution and 
the ultimate goal of creating this dataset and therefore, we added the following text to the 
section “introduction” of the updated manuscript: 
“The dense, high-quality travel-time picks created in this study potentially lead to constrained 
hypocenter solutions with high internal consistency. This will enable us to identify the general 
pattern of seismicity on the surface and at depth throughout the region and contribute to the 
understanding of active tectonic processes. A further aim of the study is to derive a high-quality 
dataset suitable to be used in Local Earthquake Tomography (LET).” 
A similar text is in the updated section “conclusion”. 
We totally agree that the study provides a very well-suited dataset for further studies such as 
local earthquake tomography. We emphasize this aspect now more clearly throughout the text. 
In chapter 5 we intended to conduct a synthetic recovery test. With this test, we can study how 
(well) the synthetic hypocenters are recovered by the inversion routine and how the 1-D velocity 
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(output) looks like the 3-D model (input). Also, how shallow velocity anomalies are “mapped” 
by the station-corrections and whether the input random noise is recovered by the McMC 
method. We think that this is an interesting test for showing the performance of the method, 
especially when keeping in mind that we apply a relatively novel McMC search. We report the 
outcome of this test (please see also our response to your point number 17). Similar tests are 
regularly employed in the inversions for (3-D) subsurface structure (i.e., tomography). 
Therefore, we decided to keep chapter 5 in the main text of the manuscript. Nevertheless, we 
modified the text in the updated manuscript and hope that the reason behind this test is now 
better clarified. 
Finally, the study also contains a section interesting for seismologists (observatory tasks and 
seismic tomography) about the semi-automated picking of such a large data set. Much of the 
description of this work part is already allocated in the supplementary material and it should 
remain there. It would be logic though if the reference to this work and the presentation and 
discussion of the results would be appearing before and not after the Markov chain MC 
inversion of the data set (see Figure 7).  Furthermore, some details important for the specialist 
are missing (see individual points 10 to 15 below). 
In section 3.2 of the updated manuscript, we added a table and histograms (table 1 and figure 
4) regarding the results (travel-time dataset) of the semi-automatic picking procedure. Further 
detail about the event list from national catalogs is now added to the updated manuscript as a 
new appendix A and it is referenced in section 3.2. 
The chapters 6 (Results in discussion) and 7 (conclusions) read like they were written by 
different people with totally different interests and perspectives and the only connection 
between the two parts are the 344 precisely located hypocenters. There is no geologic-lithologic 
interpretation or at least comment about correlation presented between the other results 
(notabene of great importance for the claimed reliability and accuracy of the hypocenters) of 
the coupled problem, the velocity model and station delays. The tectonic interpretation of the 
seismicity presented in chapter 6.3 (pages 21 to 25) is missing taking explicitly into account 
(and explaining to the reader how and why this is used as arguments for the interpretation) the 
great advantage of this study (having an event data set of high internal consistency and high 
precision hypocenter location of quantitatively known uncertainties) and the significant 
limitations (pre-selected events of unspecified magnitude of completeness and only 16 months 
of observation period). 
Our intention is to keep the conclusion (and in general the manuscript) more technical than 
interpretational (in terms of seismotectonic). However, we rephrased the whole conclusion in 
order to have a reasonable balance between all chapters of the manuscript. In this regard, we 
rephrased the abstract as well so that our main aim of the manuscript is better conceived. 
In consideration of the above general remarks on quality and deficiancies , I suggest moderate 
revision of the manuscript before publication. 
 
Specific points: 
Below are our responses to your specific points: 
 
(1) Line 12. Replace "accuracy“ with "precision estimate“. Note that in line 13 you correctly 
assess the "accuracy“ with the blast location test. 
Agree – changed 
 
(2) Line 15. Delete the rest of the sentence after:“ ..1.7 km in depth.“ 
Done 
 



(3) Line 27. Replace "accuracy“ with "precision“ 
Agree – changed 
 
(4) Line 48. "... has the advantage of being“ largely "independent …“ 
Done 
 
(5) Line 51. "best model(s).“ a note on ambiguity would be useful 
This part is rephrased to: 
“Moreover, the results can be statistically analyzed, and thus errors and ambiguities can be 
estimated. The method extends the probabilistic relocation approaches (Lomax et al., 2000) by 
inverting for a set of velocity models well explaining the data. “ 
However, more details are provided in the method chapter of the manuscript 
 
(6) Line 64. Please outline Adriatic microplate in one of the Figures. 
Done 
 
(7) Lines 67-75. Needs a figure to show the strain if you keep the introduction as is and the 
chapter 6.3. 
We think that we have already provided all references to our statements regarding the strain 
(mainly in section 2). Nevertheless, now the companion paper by Verwater et al. 2021 is 
submitted (and accessible) in which this topic (including a Figure) is covered in more detail. 
Therefore, we prefer not to add an additional Figure to our paper. We add a reference to 
Verwater et al. 2021 to Section 2. 
 
(8) Figure 1. See point 6 above. Red box in bottom figure does not correspond with bounds of 
upper figure. This figure is not providing all necessary tectonic information mentioned in the 
manuscript. You should note that the seismic catalog presented by ISC is by far not complete 
down to magnitude 2. If you want to show the big picture use either EMSC catalog likely 
complete to M3 or ISC likely complete to M3.5. Otherwise you could use a composite of the 
various national catalogs that probably are complete to M2.5. 
The figure bounds are corrected. 
All the information which is mentioned in the text is now added to figure 1. 
The big picture of seismicity (Figure 1) is now taken from EMSC with M3. 
 
(9) Line 85. Actually there are earlier catalogs that were compiled: European Geotraverse 
Blundell et al. 1992, Solarino et al. 1997 
Agree – two references are inserted in the text. 
 
(10) Lines 115 to 119. You need to elaborate in detail (this can be done in supplementary 
material but it is absolutely necessary to have this information) how you identified the 
"common“ events and how in the end you established the event list of the 2619 events. 
An appendix A with the information regarding how the event list is formed is added to the 
updated manuscript. 
 
(11) Lines 120 – 126. The discussion of the results of this semi-automated picking (that is well 
described in suppl.) needs to be more extensive and detailed. On what basis did you define the 
selection criteria (gap<200 , why not <180’) (RMS <1s), why no mentioning of number of P obs? 
Did you check all 12534 P obs manually? 



We used the origin-time of 2,639 local events from national catalogs (now in appendix A) as 
initial data to start the automatic picking with. However, we don’t have any information about 
the precision of these events beforehand. Therefore, in the beginning, we decided to select as 
many events as possible from the national catalogs, apply an automatic picking procedure for 
these events, and then make a further selection based on our own picks and location 
information. After the automatic procedure (2,639 events, 68,099 P- and 17,151 S-Picks), we 
noticed that many of the events are either on the periphery of the network, too weak, or too 
noisy to be detected by more than 5 stations. Moreover, we believe that the automatic picker 
missed some of the good picks or introduced some suspected picks. Therefore, we had an 
early selection criterion (not too conservative) in order to do a manual/visual inspection of the 
picks. These selection criteria (gap<200 and RMS <1s which gives 384 events with 18,390 P- 
and 7,762 S-picks) were applied to the automatic picking results.  We manually/visually 
inspected the P and S picks of these 384 events, with careful consideration for picks in the 
distances of the triplication zone and farther than that (we inspected a very large amount of the 
picks from these 384 events, maybe 90% of them). We explain later in text that from these 384 
events, some are blasts, and some are unclear to us. Later on, this dataset was further selected 
for simultaneous inversion (301 local earthquakes with gap<180° and minimum 10 P-picks and 
5 S-picks). 
We added the statistics about the number of picks and their quality classes of 2,639 events 
after automatic picking to Appendix B (Table B1) of the updated manuscript. Detailed 
information of the selected dataset for the simultaneous inversion is now given in the main text 
(section 3.2; table 1 and figure 4) of the updated manuscript.   
 
(12) Line 134-6 and Figure 3. The Wadati diagram shows significant numbers of observations 
with +/-3s residual relative to constant Vp/Vs ratio. Note the the Vp/Vs ratio varies within the 
crust and at Moho. You may see this in the Figure as the straight line is systematically shifted 
onto the side of the highest point density after about 25s P travel time. What residual range do 
you define as corresponding to the sum of 3D, lithologies and regular Gaussian observation 
uncertainty effects and what value denotes an outlier? 
We agree that the points are systematically shifted to above the straight line indicating that the 
Vp/Vs ratio (slightly) increases at larger distances. This could be related to different (average) 
Vp/Vs ratios in the crust and upper mantle (which is e.g., also suggested by global models such 
as ak135). We mention this now in the text: “We notice that at P travel-times larger than ∼25 s 
the observations tend to slightly larger S-P travel-time differences, potentially indicating a higher 
Vp/Vs ratio at larger depth, i.e., in the upper mantle.” 
According to own synthetic tests (using the source and receiver geometry of this study and 
including (1) a Moho topography based on a simplified Moho from Spada et al., 2013 (see 
section 5), (2) assumed (moderate) differences in average Vp/Vs ratio in the crust and upper 
mantle, (3) crustal Vp/Vs ratio anomalies which we expect for the region (e.g., Vigano et 
al.,2015) and generally from other regions of the world, and (4) picking uncertainties) we expect 
a scatter of no more than ± 2 to 3s around the linear trend of the points in the Wadati diagram. 
We would like to emphasize that we only considered values with ts-tp > 0.72 tp ± 4s as “outliers” 
and removed them. These outliers were only 0.3% of all observations (which should not make 
a difference even if they were incorrectly flagged as “outliers”). We state this now more clearly 
in the text. After this removal, only 2% of the whole observations have ts – tp > 0.72 tp±3 s. 
 
(13) Line 144 and Figure 4. "Checking the phase-type is extremly important.“ I fully agree and 
record section display is a good zero-order approach. However, I do not think your figure 4 is 
of help for doing this. How realistic is the ak135 global model for P phase identification 



considering the Moho topography by Spada et al. 2013 (your Fig.5c) or the 3D LET model by 
Diehl et al. 2009 but most important the literally more than a dozen refraction seismic lines that 
have been published (for a review see Kissling et al. 2006). 
We agree. The comparison of the cumulated picks (from earthquakes with a variety of different 
earthquake depths) with the bounds of the synthetic traveltime curves (from a global model for 
different earthquake depths) was too coarse, too unspecific, and obviously not helpful. As we 
mentioned in the text (both in section 3.2 and in the appendix), we visually/manually inspected 
the waveforms of all earthquakes and their automatically determined arrival-times, and added, 
deleted, or modified picks where applicable. This inspection was done mainly on individual 
traces and was most helpful for identifying wrongly picked noise burst etc. Arrivals of stronger 
events, for which we expect XmX or Xn arrivals, were additionally assessed with the help of 
record sections (epidistance plots of individual earthquakes; based on preliminary locations). 
So, we are quite confident, that we identified most of the phases correctly. Nevertheless, we 
acknowledge - and are very much aware of - that even these detailed visual/manual checks 
cannot prevent some amount of wrongly identified picks in our dataset (a general difficulty for 
manual picks e.g., already pointed out by Diehl et al., 2009). We state this now more clearly in 
the text. In this context, we think that Figure 4 of the original manuscript is indeed not helpful 
for the manuscript and thus we decided to delete it, as we deleted parts of the text of section 
3.3 in the original manuscript (some parts were moved to the newly formed section 3.2). In any 
case, we would like to emphasize that we never used Figure 4 for identifying and removing 
individual picks (potentially misidentified). 
 
(14) Line 152. Please provide clear evidence and explain in detail strategy to identify PmP 
phase by using a totally inadequat 1D model. 
We agree, based on this plot we are not able to do this. We deleted this statement (together 
with the whole paragraph) – please see our comment above. 
 
(15) Lines 152/3. "the number of outliers, ..., is not significant to the total number of picks.“ What 
value do you define as being an outlier? (analog question to point 12) Note there are dozens of 
observations +/-2s from the main intensity of data points (that by the way is totally off your Pg 
line) and that individual hypocenter location precision (and even more important for accuracy) 
is in truth measured by the fit of just those observations that refer to the specific event. 
Yes, we agree on this point. Our discussion of “outliers” was not specific enough. Similar to the 
phase-identification issue (see our comment above), we are very much aware that our dataset 
probably still contains some number of “outliers” (howsoever defined) and we stated this now 
more clearly. However, as we also state above, we did not use Figure 4 or any related 
(automatic) mechanism for identifying and removing individual picks (potentially misidentified). 
We have just used it as a – probably too simple – statement regarding the existence or non-
existence of “outliers”. 
As stated above, we deleted the whole corresponding paragraph (and Figure 4) and modified 
the text. 
 
(16) Line 218. "... does not depend on initial hypocenters, ...“ I seriously doubt this (does not 
depend) and suggest to phrase it differently. Consider how you would identify an outlier with 
Figure 4 if you do not have a rather good idea the initial hypocenter! Furthermore, consider that 
you were using a priori information from existing catalogs for your semi-automated picking and 
that even with all this information you apparently found mispicks and had to select the 384 best 
events. 



We only partly agree. We are still convinced, that our inversion method itself does not depend 
on the initial hypocenters (as is the case for the traditional inversion routines using a linearized 
approach, DLSQ inversion, etc.), see Fig. 8 in Ryberg & Haberland, 2019. However, we agree 
that some dependency might be introduced through the selection of picks (e.g., “outlier 
removal”), especially in the case of automatic picking (involving e.g., sequential intermediate 
location steps based on initial velocity models). Nevertheless, we think that even this influence 
is minimized because we are using a visually inspected pick-dataset. 
We modified the part in the following way: 
“Therefore, the McMC method only uses the travel times and does not directly depend on initial 
hypocenters, origin times, velocity models, or even the model parametrization (e.g., grid node 
spacing). Nevertheless, because in the (semi-automatic) picking procedure the selection of 
picks is involving the comparison with travel times based on preliminary hypocenters (which 
depend on initial velocity models), the results of the inversion depend stricto sensu to some 
degree on initial values.” 
 
(17) Line 226. This does not provide an "accuracy“ estimate! May be internal consistency, 
precision. 
Agree - It is changed to consistency. 
And you need to provide reasons why this should be expected to be of relevance for the real 
individual 
event locations. 
The event locations (and the velocity model) derived by the inversion procedure depend on a 
large number of parameters such as the quantity and spatial distribution of earthquakes and 
receivers, noise, quality of travel-time readings, the class of the model used (in the inversion) 
and so forth. Furthermore, the test is not only interesting in respect to the hypocenters but also 
to the derived velocity model. We think that it is appropriate to test the recovery by synthetic 
tests as it is standard for the recovery of subsurface structure (e.g., in LET studies). Since the 
McMC approach for solving the coupled hypocenter-(1-D) velocity problem is quite novel we 
think that this kind of test is particularly interesting. We already described our reasoning for 
conducting the test in section 5, however, we added/modified the text slightly. Furthermore, we 
added some sentences to the discussion of the results of the test. 
“Comparing input event locations (synthetic) and the inverted (output) ones allows us to study 
the recovery of the hypocenters, location consistency, and potential systematic errors related 
to the use of a 1-D model, which we can generally expect for the derived real hypocenters. For 
example, it can be studied whether events at the periphery or in certain parts of the model have 
systematically larger uncertainties (e.g., due to their location and/or spatial distribution of picks). 
Furthermore, we can study how the (output) 1-D model looks in comparison to the (input) 3-D 
model, how large the derived noise is in relation to the synthetic input noise and how the pattern 
of station-corrections corresponds to the shallow velocity anomalies. Similar tests are standard 
in structural studies (i.e., LET) to study the recovery of certain features. “ 
By the way, your blast test shows otherwise! 
We think that the simultaneous/joint hypocenter relocation is a very powerful concept. We agree 
that our blast test indeed shows very good performance of this test. 
 
(18) Line 230. This statement about Moho velocities is simply wrong. No 7km/s velocity has 
been reported in the Alps. Please check the literature. 
While the reviewer is certainly right regarding the reported seismic velocity values in the Alps, 
we would like to point out that this is a synthetic test with the main aim of checking whether and 
to which extent a 3-D velocity variation (i.e., Moho topography and shallow velocity variations) 
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influences the recovery of the hypocenters (and which 1-D model is derived). We think that the 
exact values of the velocities are not that important for this test as long as they are in the “usual” 
range. We used also for example an angular shape of the Tauern Window and the sedimentary 
basins which is also not close to reality. We never claimed that these are reported values, it’s a 
description of our synthetic model. Therefore, we prefer to leave the synthetic model as it is. 
Nevertheless (and in response to issues 17 – 21), we modified the whole paragraph describing 
the synthetic model. 
 
(19) Line 232. The 19km are just along the flank of the Ivrea body and not relevant for the Moho 
topography beneath the Po plain. 
Agree - changed 
 
(20) Line 233. -5km is much to high and you are doing something wrong if you need to avoid 
rays through air by such model top elevation. Note that the increase in pressure within the earth 
causes a velocity increase with depth and the seismic waves to show a downward curvature 
You should use the average station elevation for ray tracing. 
During the McMC inversion many different – also weird and unrealistic - velocity values, i.e., 
also models with a velocity increase with elevation, are (randomly) tested. This is totally different 
e.g., compared to velest. We are very much aware of the fact that usually on Earth there is a 
velocity increase with depth. These unrealistic models obviously have to be suppressed 
because otherwise, we obtain a somehow “mirrored” (artificial) velocity model above the 
surface (in our case, only models without low-velocity zones are accepted). Furthermore, the 
method does not use rays (or raytracing) at all but instead calculates the travel time field with 
an FD Eikonal solver. More information can be found in Ryberg & Haberland (2019) (exact 
reference in the bibliography of the manuscript). 
 
(21) Line 245. Choosing a constant Vp/Vs ratio of SQR(3) is very problematic as we know it is 
wrong because it varies and likely the average is different. 
This is a synthetic test, and the goal is mainly to assess the performance of the method to 
recover the earthquake locations when using a simplified 1-D velocity model in the inversion. 
We agree that the reality is more complex and maybe our test is not complete and might not 
cover all aspects which should be checked for. In Ryberg & Haberland (2019) a much simpler 
recovery test with a 1-D synthetic model was performed, now we wanted to add some more 
complexity (although not claiming that this is the ultimate test). We modified the section 
describing the synthetic model (please see also our response to issues 17 – 20 above and 24 
below). 
 
(22) Line 250/1. Not only refer to table but provide correct value here. 
Done 
 
(23) Figure 5. Your model extent in Figure 5a does not correspond with your map extent in 
Figure 5c 
AND either of these extents differ from your study region shown in Figure 1 AND all of these 
are different than your Figure 2. Make certain you everywhere show the same study region 
extent, if you want to show more area around, then mark the study region. 
Done 
 
(24) Figure 5b. The Moho topography is wrong. There is a Moho offset across the plate 
boundary but you show a vertical Moho interface! 



Yes, the reviewer is right, the Moho shown in the Figure and used in our synthetic test is only a 
very simplified version of the Spada et al. 2013 Moho (Moho offset, double Moho, etc. are not 
reproduced). Furthermore, the crustal structure is very much simplified. We state this now more 
clearly in the text. However, we still think that simplifications for the synthetic test model are 
acceptable, and a simplified synthetic model is still useful for studying the recovery of some 
features (hypocenters, 1-D model). 
Please see also our comments on similar issues 18 and 21. 
 
(25) Lines 259/60. "average uncertainty of 240m in longitude, 270m in latitude ....“ How did you 
determine that? In such way this information is not usefull. With what probability do we have 
what location uncertainty for any single hypocenter? 
In the previous paragraph, it is explained that the model parameters are defined based on the 
average and standard deviation of the final models. In the old version of the manuscript, we 
showed in figure 6b the histograms of the uncertainties (1σ) of all earthquakes. However, for 
avoiding any misunderstanding, we decided to not mention these uncertainties here and only 
talk about the misfits which are important for recovery assessment. 
 
(26) Figure 7. Move to supplementary material. 
We think figure 7a of the original manuscript is quite important to display in the main text 
because it is the best information showing the recovery of the synthetic test. Therefore, we 
removed figure 6b (not as important as Figure 7) and merged figures 6a and 7 into one figure 
(in the updated manuscript it is figure 6). 
 
(27) Figure 8. Again a DIFFERENT STUDY REGION SHOWN!. 
The figure frame is now set correctly. 
What about the stations to the West of the Tauern window (as example, there are other regions 
with no visible symbols)? Do they have all zero station delay values or did you not obtain any 
values for them? 
There are stations that have very small delays and it’s probably hard to see them (they are like 
a point in the figure). The stations with zero delay are indicated now with a different symbol in 
the updated manuscript. There are also some stations without any delays, which were 
considered in the early part of the study but not included in the final inversion (e.g., no high-
quality picks, station problems, etc.). However, all the stations to the west of Tauern Window 
have symbols (comparison between figures 2 and 7b of the updated manuscript). 
Please explain in more detail what the velocity-depth function shows. In may view, it documents 
the data set is not capable to resolve the velocity structure below 30km depth and certainly not 
the Moho. This does not come as a surprise as it is well known that you loose vertical resolution 
below your deepest hypocenters. 
We totally agree that resolution typically degrades below the (deepest) earthquakes. However, 
we would like to point out that the synthetic (3-D) velocity model in the depth range between 
~30 and ~55 km is characterized by a strong Moho topography, which per se cannot be exactly 
recovered by a 1-D model (used in our inversion). We think that is not (only) an effect of the 
data (less ray coverage and resolution below the deepest earthquakes) but also of the inability 
of a 1-D model to capture a 3-D variation. So, the input model is indeed not well resolved in this 
depth range, but it is most likely an effect of the data and the much simpler model class used 
in the inversion. Within the model complexity (in each depth level) the input model is recovered 
in average (with some variability indicated by the standard deviations). Of course, upper mantle 
velocities are reached at a large depth. We think this is a nice result of our test which also sheds 



light on the interpretability of such 1-D models. We modified the text and hope that this issue is 
somewhat clearer. 
 
(28) Lines 297 to 304. This model discussion is inadequate with regards to the previously 
published information about the crustal structure. If your model does not allow to resolve it, then 
say so and it is OK. But do not claim it is in agreement with prior independent knowledge if it is 
obviously not. 
We agree. For example, our model is relatively close to the Diehl et al. (2009) model in the 
upper part, however, at larger depth it is different. We describe this now better. Furthermore, 
the resolution of our model is only good down to about 45km depth, below that the standard 
deviations (1 sigma) are getting significantly larger indicating fading resolution. Also, this aspect 
is now described in more detail in the updated manuscript. 
 
(29) Line 320. "it proved to be useful for accurately localizing earthquakes ..“. I am missing the 
prove. Please explain how this was proved. 
Our phrasing was obviously misleading. We wanted to add a more general statement that - 
although it might be difficult to interpret the station corrections in a straightforward (“physical”) 
way - the whole concept of the simultaneous /joint inversion (including the inversion for these 
station corrections) is very powerful. We reformulated this part in the text to: 
“Nevertheless, the general concept of simultaneously inverting local earthquake datasets for a 
(simplified) 1-D velocity model, hypocenter positions/origin times, and station corrections 
proved to be very powerful for accurately localizing earthquakes (see e.g., Kissling,1988).” 
 
(30) Figure 10. Figure 10b I would again derive the conclusion from this figure that you are 
lacking resolution power below 30km for Vp and below 20km for Vp/Vs ratio. 
The resolution for Vp is starting to fade below 30km depth, however, standard deviations of 
around 0.02 in the depth range between 30 and 40 km (yellow ranges in Figure 9 of the updated 
manuscript) still indicate fair resolution. For Vp/Vs, we see this limit at around 30 km. We write 
this now in the text. 
Figure 10c. Now this looks like the study region. Why not always marking this extent where you 
do have data from? 
We homogenized the lat/long in all the maps. 
How do you interprete the distribution of the station delays? 
We discussed the pattern of station corrections and possible qualitative relations with geological 
features in lines 313 – 318 of the original manuscript. 
Note that there is a single station delay strongly different from all others within its vicinity located 
near 11.7E/47N. If I obtained such result I would check if it is real or caused by bad data of 
some sort. Note that otherwise your largest station delays are all within the periphery of the 
study region as this is well known from minimum 1Dmodel applications. 
Yes, the reviewer points out a totally valid point, thanks. We checked the data and identified 
this station as having wrong picks. Since we generally have to expect influences of these wrong 
picks on all other parameters in our simultaneous inversion (velocity model, other station 
corrections, and hypocenters), we removed all picks of this station, reran the simultaneous 
inversion, and located again all events with the updated velocity model. So, Figure 9 (of the 
updated manuscript) shows now the updated data. Please note that the changes in the 
hypocenters and station corrections were very marginal, and all inferences in the paper are not 
changed. 
 



(31) Lines 325 to 335 and Figure 11. What hypocenter depth did you test these blast locations 
with? 
How do you define the mis-location vector? Relative to the center of the quarries or do you 
know the precise location within the quarry for each blast? This accuracy test shows that your 
previous precision estimates were a bit to optimistic but the accuracy is still very good. 
We appreciate this question. It motivated us to calculate the misfit vectors for the blasts similar 
to Husen et al. (1999) using the centers of the quarry areas (since we do not have the exact 
blast locations). We, therefore, added the following text to the manuscript: 
“Based on the average mislocations of the blasts (relative to the centers of the quarry areas) 
and also their location uncertainties, we estimate the absolute location errors in the range of 1 
km horizontally and 500 m vertically.” 
 
(32) Line 331. Please explain in theory why you suggest that including S observations improve 
the hypocenter location solution? 
According to Gomberg et al. (1990) S-picks provide powerful additional constraints on 
hypocentre location, especially regarding the focal depth. They demonstrated that the partial 
derivatives of S-travel-times are larger than for P-waves and that they act as a unique constraint 
especially in cases of S-picks recorded within 1.4 focal depth's distance. However, precisely 
measuring the S phases is absolutely necessary and we carefully and conservatively identified 
the first arriving S-picks on the 3C high-quality recordings. Nevertheless, we think that our 
statement in Line 331 (of original manuscript) was not really precise and we decided to delete 
the statement regarding the S-picks. We replaced it by: 
“It is expected that the errors of earthquakes (which are potentially deeper than blasts) are 
smaller than those estimated from this test because they are less affected by the 
heterogeneous shallow structure which was poorly accounted for by the model (Kissling 1988 
& Husen et al., 1999).” 
 
(33) Lines 340/1. Your absolute depth uncertainty has been documented by your ground truth 
accuracy test (Fig.11) to be a few km and the epicenter location uncertainty is about 1km. 
Please correct your numbers. 
The location uncertainties that we report here are the standard deviations from the mean value 
of all the models of McMC. We provided now new estimates for the mislocation (based on 
quarry blasts test; see point 31) that we can now mention here as well. We rephrased the 
sentence to: 
“Based on statistical analyses of the McMC inversion results, the average epicentral and depth 
uncertainties (1σ) are ~500 m and ~1.7 km which are compatible with precision estimates by 
the synthetic test (Sect. 5). However, the absolute location errors estimated by quarry blasts 
test (Sect. 6.2), are 1 km horizontally and 500 km vertically. “ 
 
(34) Lines 343/4. These differences are indeed significant. However, as it just regards a 
selected best event data set with on average 36 P observations this is comparing apples and 
grapes. Your data set is excellent for seismic tomography but absolutely not representative for 
a seismicity catalog (magnitude of completeness? Just 16 months). On the other hand, the 
national seismic catalogs contain many poorly locatable –or you could also say difficult to 
locate- events that need extra processing time to obtain a complete catalog and there is the 
significant difference in number of stations. I believe it would be useful to discuss thourougly 
these difference in addition to presenting just the numbers. 
Our intention was not to show poor hypocenter solutions from the national agencies. Most of 
the large differences between location of the blasts reported by the agencies and our solutions 



(and the mislocations) are indeed related to the amount of data (stations). We added the 
following paraphrase to the text: 
“Since the national agencies are (probably) using much less data for the location (smaller 
number of stations used, larger inter-station distances), a significant difference between their 
hypocenter solutions and those obtained in this study is expected (average of 2.4 km in 
epicenter and 3.7 km in depth). The earthquake depths calculated by McMC are systematically 
shallower than those by national agencies (by an average of 1.1 km). The maximum and 
minimum differences in the epicenters and depths (between McMC and national catalogs) are 
seen for the earthquakes from the INGV and SED, respectively. 
The derived hypocenters in this study do not represent a representative seismicity catalog of 
the region (the national catalogs contain many small, poorly locatable events in a much longer 
period) but form excellent data for further seismological studies e.g., Local Earthquake 
Tomography (LET). Moreover, this highly precise hypocentral data allows further tectonic 
inferences.” 
 
(35) Figure 12. Figure 12b is not needed, just provide the uncertainty estimates. Note that for 
cluster interpretation relative hypocenter location uncertainty estimates (and that is what you 
obtain with your Markov chain MC inversion of the coupled problem that includes a joint 
hypocenter determination approach) are most important while for absolute location obviously 
the accuracy is key. 
We agree and delete this part of the figure. We now mention the uncertainty values in the text. 
 
(36) Figure 13. For seismotectonic interpretation of clusters along a fault system, you should 
definitely 
employ focal mechanisms. 
We totally agree. In the discussion, we wanted to compare our derived seismicity, which is now 
captured in a consistent way throughout the study area with a dense network, with the seismicity 
known from other studies and datasets (e.g., from permanent, though coarse, networks running 
for many years). In this context we also discussed some occurrences along fault zones, 
however, we did not go into too much detail here. We are aware that for a conclusive 
investigation, focal mechanisms as well as a more complete catalog is necessary. Within the 
research program, more studies are underway focusing on exactly these issues. In the 
meanwhile, a manuscript (Petersen et al., 2021) was submitted (to SE) showing focal 
mechanisms from the AlpArray and SWATH-D networks. We refer to this study now in the text, 
however, results were not available at the time of initial submission of our manuscript. 
 
 
 
******Answers to Referee #3 ****** 
 
The present manuscript by Jozi Najafabadi et al. presents the compilation of a seismicity 
dataset that will, I presume, eventually be used for a local earthquake tomography study of the 
Eastern Alps. Using recordings from the dense SWATH-D deployment, they present a careful 
procedure of obtaining and verifying arrival time picks, derivation of optimal hypocenter 
locations and a best-fit 1D velocity model. The Bayesian approach for the inversion of 
hypocenters, velocity model and station corrections is something new, and the present 
manuscript provides a nice case study for its application. Lastly, the obtained hypocentral 
locations are compared to mapped faults, from which the apparent activity or non-activity of a 
number of structures in the Eastern Alps is inferred. This last part is where I see some potential 
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problems that will make some changes to the manuscript necessary. Overall, the paper is well 
written and definitely of interest to the readership of Solid Earth and the special volume "New 
insights on the tectonic evolution of the Alps and the adjacent orogens". I recommend moderate 
revisions before publication. 
 
General comment: 
 
In section 3.2, it is briefly mentioned that the events for which arrival times on SWATH-D stations 
were obtained and that were then relocated, used for deriving the 1D velocity model etc. were 
selected from a synthesized catalog that was based on the bulletins of national agencies. For 
the tectonic interpretation to be viable, this part needs to be made much more transparent. 
While it is fine to choose a subset of events based on network criteria when working towards a 
tomography study, it is a completely different thing when the activity or (more crucial) non-
activity of faults is inferred from such a subset. In clearer words: the authors need to 
convincingly show that their chosen subset of events is representative, and does not 
systematically miss events from certain regions. I suggest to provide a map with all 2639 events 
from the different national catalogs, in which the chosen 384 are marked. It would likely be even 
better if the station distribution from the different national networks could be shown as well. I 
also suggest to better describe the reasoning behind this approach of choosing a subset of 
events from national bulletins. Are the national bulletins complete enough that one can exclude 
that the dense SWATH-D network contains signals from small, previously undetected events? 
Or was the focus on the larger events that would generate arrival times at a larger number of 
stations? 
You are correctly pointing to the main aim of our work which is local earthquake tomography, 
and this is the reason to focus on creating a catalog with the most consistent earthquake 
hypocenters (and corresponding travel time picks). Our hypocenters have the highest precision 
in the region (at this time) and our clustered seismicity agrees very well with seismotectonic 
characterizations based on long-term records. Therefore, our hypocenters can shed light on 
active faulting and enables us for a convincing tectonic interpretation. 
We totally agree that the dense SWATH-D network will make it possible to detect very small 
earthquakes not contained in the national catalogs. However, for the purpose of locating the 
earthquake with high accuracy - and in turn using the dataset (hypocenters, travel-time picks) 
for local earthquake tomography - we were mainly interested in earthquakes of some magnitude 
so that they are observed by a number of stations (see section 3.2 of the updated manuscript). 
We assume that these earthquakes are to a very large extent listed in the national catalogs 
(example: minimum magnitude -0.8 by ZAMG for the Austrian part of the study region). 



 
Here is a map containing all 2639 events from the national catalogs and the chosen 384 events 
are indicated by white dots. Unfortunately, we have no information regarding the stations for 
the national catalogs. The number of figures in our article is already rather large, thus we would 
like to not include this figure in the manuscript. The events by national catalogs are publicly 
available. 
 
I agree with a previous reviewer that fault plane solutions would be nice to have for a more 
detailed tectonic interpretation. However, I can see that the main aim of the manuscript is the 
description of the dataset that will be used for tomography, and speculate that the tectonics part 
was added mainly for the sake of the Special Volume topic. I believe the careful derivation of 
the hypocenters and velocity model, using a rather novel approach and performing many quality 
checks, is in itself enough material, so that a deeper-going tectonic interpretation employing 
focal mechanisms is not strictly necessary here, 
Thank you very much for this comment. In the meanwhile, a manuscript dealing with the focal 
mechanisms was submitted to Solid Earth (Petersen et al., 2021). We mention this now in our 
manuscript and added the reference. 
 
Specific comments: 
 
l.25: Why were only data from 2017/2018 used when the stations ran into 2019? Should be 
mentioned with a word or two. 
At the time of doing this analysis, the data from 2019 was not available. We will include an 
updated dataset in the LET study. 
Also, mentioning the total number of SWATHD stations here could be useful, especially since 
the number of AlpArray stations that were also used is brought up in the next paragraph. 
Done 
 
l.33/34: “to identify the status of the seismically active volume...”. This is a strange formulation, 
and should be changed. 
Modified to: 
“… to identify the general pattern of seismicity on the surface and at depth” 
 
l.36: remove the 



Done 
 
l.55ff: I would recommend to use fewer abbreviations, this is making the manuscript 
unnecessarily hard to read. Best limit abbreviation to a handful of terms that really show up a 
lot throughout the manuscript, and write out the rest (this is maybe also my personal taste...). 
We actually use these abbreviations several times in the manuscript, especially in the section 
“Results and discussion”, and also in the figures. We think that using the whole word makes 
the sentence long (in some cases) and also reading the figures alongside the text would be 
more difficult! 
 
l.82: this bracket is not closing again 
Agree - corrected 
 
l.91: stuck should be struck; corrected 
about what time interval are we talking for the ML>6 earthquakes? Last decades, centuries, 
millennia? 
“in the last several centuries (Slejko, 2018)” – This is added to the text 
 
l.96/97: This statement is problematic, because while the present study is using a denser 
seismic network, the chosen approach of using a subset of events from agency bulletins (see 
General Comments) makes it impossible that previously missed events (if they exist) will be 
detected. Thus, the present study can do nothing to address the problem that is hinted at here 
(inactive region maybe because not well instrumented). 
Agree – The improved coverage of the region with seismic stations was one of the main aims 
of the deployment of the dense SWATH-D network, however, the issue towards a more 
complete catalog is not directly covered in our study. Other studies dealing with this issue are 
underway, but results are not yet available. Accordingly, we think that this statement is not 
necessary here and thus we deleted the last two sentences. 
 
l.105: The “however” doesn’t fit here 
Agree - corrected 
 
l.111: remove “stations” 
Done 
 
ll.115-119: For me, this paragraph is the main problem of the manuscript as is. At least for the 
tectonic interpretation part, the authors need to convince the reader that no selection bias of 
earthquakes exists, i.e. that regions interpreted as aseismic based on the chosen 344 events 
are also aseismic if one looks at the entire >2600 events in the original database (see 
recommendatiosn in General comments). Also, the statement here seems to indicate that the 
national bulletins were deemed complete, which stands in contrast to l.96/97. 
Our statement in lines 96-97 (which is eliminated in the updated manuscript) was related to 
individual seismological studies in the region (lines 85-86 of the original manuscript), and not 
national bulletins. However, if we consider the national bulletins with 2,639 events to be 
complete, it also indicates rare seismicity in the aforementioned region. We are not claiming for 
a complete earthquake catalog, but for a high-precise catalog of seismicity which agrees very 
well with previous studies in the region and also national bulletins. 
 



l.135/136: how were outliers defined, and where can I see outliers in Figure 3 (can they be 
marked?) 
All the observations that have ts-tp >0.72 tp ± 4s were considered as “outlier” and removed from 
the data which formed only 0.3% of whole observations. After this removal, only 2% of the whole 
observations have ts – tp > 0.72 tp±3 s. 
Based on experiences with similar datasets and according to own synthetic tests (using the 
source and receiver geometry of this study and including 1- a Moho topography based on a 
simplified Moho from Spada et al., 2013 (see section 5), 2- assumed (moderate) differences in 
average Vp/Vs ratio in the crust and upper mantle, 3-crustal Vp/Vs ratio anomalies which we 
see (in respect to spatial dimension and amplitude) both in our first tomographic results and in 
other regions of the world, and 4- picking uncertainties) we expect a scatter of no more than ± 
2 to 3s around the linear trend of the points in the Wadati diagram.   
More detailed information is provided in response to point (12) of Reviewer 2. 
 
l.138: If a part of the goal audience are people mainly interested in the activity of structures in 
the (south)eastern Alps, the three phases and the triplication distance should be briefly 
explained, e.g. in a brief sketch that could be added to Figure 4. Also, giving an estimate of the 
overtaking distance, e.g. with the crustal thickness and velocity given in ll.147/148, would be 
beneficial. 
Motivated by the critical questions and comments regarding Figure 4 by reviewer 2, we modified 
the text dealing with the phase-type identification considerably. By doing this, we also deleted 
Figure 4 which seemed not helpful in this context. Please see more details on this issue in the 
response to reviewer 2. 
 
l.140: be (remove ing) 
Done 
 
l.158: is indicated the right word here? 
Agree – the sentence is modified to: 
“… a simultaneous inversion for hypocenters and velocity structure (and/or station corrections) 
is needed.” 
 
l.160: Well, a Bayesian-type approach has been used for all these geophysical studies. As it is 
written, it sounds like this was always the exact same approach (which it wasn’t) 
We agree. We modified the text slightly: 
“Different to the conventional approach of damped least squares, we use a Bayesian approach 
(Bayes, 1763). Bayesian approaches have been applied in a number of geophysical studies 
(Tarantola et al., 1982; Duijndam, 1988a,b; Mosegaard and Tarantola, 1995; Gallagher et al., 
2009; Bodin et al., 2012a,b; Ryberg and Haberland, 2018). Ryberg and Haberland (2019) 
recently implemented a hierarchical, transdimensional Markov chain Monte Carlo approach for 
the joint inversion of hypocenters, 1–D velocity structure and station–corrections for the local 
earthquake case.” 
 
l.176: structure (-s) 
Done 
 
l.212: reformulate that first sentence Section 5: I am not completely sure I understand the 
reasoning behind this test. The authors construct a first-order 3D velocity model of the Alps 
based on published data and perform a retrieval check using the real data (hypocenters, 



stations) as input. Thus any misfit in the output should stem from 3D structure and/or general 
uncertainty, but only with the assumption of this specific 3D model...since the true 3D structure 
of the Alps will almost certainly differ from the utilized model (presumably only to secondorder 
differences?), do we have any idea if the retrieved 3D effects are similar for a (subtly, 
substantially) different reality? I think the paragraph needs a more detailed description about 
the purpose of the test, what it is supposed to show and what it can not show. Nevertheless, I 
appreciate the effort that went into performing it! 
With this test, we want to study how (well) the synthetic hypocenters (and the velocity) model 
are recovered by our inversion routine. We think this is interesting because we use a simplified 
framework in the inversion (i.e., 1-D model, station corrections) obviously not capable to capture 
the full 3-D conditions which we expect for the Earth. For this, we designed a 3-D model (based 
on existing information) which resembles some first-order features in our study area such as 
Moho topography or shallow low-velocity sedimentary basins. Furthermore, we can study how 
the (output) 1-D model looks in comparison to the (input) 3-D model, how large the derived 
noise is in relation to the synthetic input noise and how the pattern of station-corrections 
corresponds to the shallow velocity anomalies. In inversions for (3-D) subsurface structure (i.e., 
tomography) people regularly employ synthetic recovery tests. 
In order to make this clearer we modified the text. Please see also our comment regarding the 
issue (17) of Reviewer 2. 
 
l.268: Figure (-s) 
Corrected 
 
l.271: reformulate “rather slight”, add km after 50 
The sentence is reformulated to: 
“it is modeled by a gradual increase of the velocities at depths from 30 to 50 km” 
 
l.275: reformulate “fluctuating” 
“fluctuating” is replaced by “irregular”. And by the way, this sentence is moved to section 6.1 
where we talk about velocity models of real data. 
 
l.319: “contains an overlay site effect” I’m not sure I understand what exactly is meant here. 
The sentence is reformulated to: 
“contain a superposition of site effects and/or effects from 3–D structural variations” 
 
l.324: This is not really a sentence 
Agree – There was a mistake in the formulation of the sentence. It’s reformulated to: 
“To validate the localization procedure, the detected 15 quarry blasts (based on manual/visual 
inspections; see 3.2) were independently relocated by McMC …” 
 
l.332/333: Can hypocenters from the INGV/ZAMG catalogs also be shown in Figure 11, to 
better illustrate the improvement in hypocenter location? 
The large differences in the location of the blasts reported by the agencies to our solutions (and 
the mislocations) are most likely related to much less data (stations), so it is not surprising that 
they are different (and show some mislocation). We think that the differences in location are 
already mentioned in the text. Furthermore, in order not to overload the (old) Figure 11 we 
prefer not to add the hypocenters to the Figure. 
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l.344: it would be interesting to elaborate a bit more on these differences; is there a trend, eg. 
with bulletins showing systematically larger or smaller depths? 
In response to this comment and also to reviewer 2, we added the following paraphrase to the 
text:  
“Since the national agencies are (probably) using much less data for the location (smaller 
number of stations used, larger inter-station distances), a significant difference between their 
hypocenter solutions and those obtained in this study is expected (average of 2.3 km in 
epicenter and 2.9 km in depth). The earthquake depths calculated by McMC are systematically 
shallower than those by national agencies (by an average of 1.1 km). The maximum and 
minimum differences in the epicenters and depths (between McMC and national catalogs) are 
seen for the earthquakes from the INGV and SED, respectively. 
The derived hypocenters in this study do not represent a representative seismicity catalog of 
the region (the national catalogs contain many small, poorly locatable events in a much longer 
period) but form excellent data for further seismological studies e.g., Local Earthquake 
Tomography (LET). Moreover, this highly precise hypocentral data allows further tectonic 
inferences. “ 
 
l.345: This is not surprising, since no search for new events beyond those in national catalogs 
has been performed 
We agree with your point. However, other seismological studies in the region (based on local 
networks or national agency data) confirm a similar seismicity pattern. Although, considering 
high-accurate and high-constrained hypocenters throughout the region in our study, a 
comparison with national catalogs could be meaningful too. 
 
l.358: mention the magnitudes of these events 
Done 
 
l.398: See General Comment: how well can one argue for the absence of seismicity (“seismic 
gap”) based on a catalog that was only a choice of 384 out of 2639 events? A map showing 
where the remainder of events (those that were not chosen) were located is essential if such a 
statement is attempted 
In the updated manuscript, we emphasize that the seismicity pattern of our study is similar to 
long-term seismicity by, e.g., Reiter et al., 2018, or seismic catalogs such as the SHARE. 
Furthermore, we always (for every sub-region) compared our seismicity with previous long-term 
seismicity studies. Our seismotectonic interpretation is based on the high-quality hypocenters 
that are derived in our study. However, we confirmed the sparse seismicity in part of the region 
with other studies and thereupon made an interpretation. 
 
l.405ff: spelling: Engadin vs. Engadine Fault 
Corrected 
 
l.427ff: These (at least the first three dotpoints) are not results but the analysis steps that were 
carried out to retrieve the results. Either only results should be listed, or two separate listings 
for analysis steps and results are needed. 
The conclusion is totally rewritten. Please look at the updated manuscript. 
In the name list of AlpArray people, all those containing special characters have formatting 
issues (LaTeX syntax?) 
Corrected 
 



Figures: 
 
Figure 1: Typo in Tectonic units legend (forland should be foreland) 
corrected 
 
Figure 2: The fault lines in this plot are really hard to see. Choosing a larger linewidth would be 
helpful. A color scale for the topography would also be nice. 
Both done 
 
Figure 4: Please be more specific about what the “various depths” are that were used to obtain 
the travel-time corridor. Then, I do not see red dashed lines in the plot (as mentioned in the 
caption). Lastly, I would prefer if the meaning and implications of this nice plot were elaborated 
a bit more in the text. Is my interpretation of a change from a Pg-like to a Pn-like trend at around 
150-200 km correct? How does this fit to theoretical overtaking distances, does this mean that 
the first arrival is picked everywhere? 
We think that the change from Pg to Pn (as the first arrival) is somewhere between 100 and 
200 km. This distance depends on both earthquake depth and Moho depth. Since earthquake 
depths vary between 0 to 20 km and also Moho in this region is very variable, we think that 
showing the travel-times cumulatively in one graph is indeed not helpful for the manuscript. 
Therefore, we decided to remove this figure from the manuscript. We also removed some parts 
of section 3.3 of the original manuscript and moved some parts to section 3.2 (no section 3.3 
in the updated manuscript). 
 
Figure 6: missing values in the histograms (Mu and sigma) 
The values are by mistake missed in this plot. However, we decided to remove these histograms 
and showing only the misfits (figure 6b of the updated manuscript) that are more important for 
synthetic recovery test (also in response to the point (26) of Reviewer 2). 
 
Figure 7: should be 110 m in depth (not km) 
corrected 
 
Figure 8: What is the reason for the wide spread of models at very shallow depths? Looks like 
they did not converge there (same in Fig. 10). 
We think that the larger standard deviations of the models shown in Figure 8 (in the original 
manuscript) are due to the shallow anomalies introduced in our synthetic model (lower 
velocities to resemble sedimentary basins, higher velocities for “TW”). Obviously, models with 
different velocities exist explaining the data more or less equally well. 
For the real data (Figure 9 of the updated manuscript), we see actually very small standard 
deviations down to 25km depth. Maybe the shallow low velocities are also due to shallow lateral 
heterogeneity (sedimentary basins).   
Thicker lines for the plusses and crosses in subfigure b would be helpful. 
Done 
 
Figure 9: Typo in label: pahse should be phase; 
corrected 
also, I guess the green line marks the end of the burn-in phase. 
Right - corrected 
I don’t really see anything in the right subplot (which also has no axis-labels) 



The histogram is shown with the color blue. This is a sharp line centered at 0.36 s. The x-axis 
is now labeled. 
 
Figure 10: Would it be meaningful to compare the station correction pattern to the one from the 
synthetic test (Fig. 8)? 
To some extend yes. For example, the shallow low-velocity anomalies that we considered for 
the MB and PoB in the synthetic model are not too far from the real structure. This can be 
perceived by looking at the station corrections in these sedimentary basins in both figures 7 
and 9 (of the updated manuscript). 
In the caption, abbreviations CA and EA should be Central and Eastern Alps (not Alpine) 
Agree - changed 
 
Figure 11: Caption: remove one of the two “and” in fourth line; see level should be sea level 
Both done 
 
Figure 12: Comparing to Figure 2, it seems that the vast majority of events is at the edge or 
slightly outside of the SWATH-D network. This should be mentioned, and maybe the rectangle 
shown in Figure 2 can be added here? 
We agree, most of the events used in our study are on the edge of the SWATH-D network and 
some events outside. That’s why we decided to add also data of AlpArray surrounding the 
SWATH-D network so that all events used in our study are well surrounded by stations 
(gap<180°). This information is given in our manuscript. 
The SWATH-D rectangle is added to this figure. 
 
Figure 13: Caption: “for a better clarity the depth and length scales of cross section A are 
magnified by a factor of 1.5”; does this mean vertical exaggeration of 1.5? Or only that it was 
upscaled by a factor 1.5 relative to profiles B and C (without any distortion)? 
Both vertical and horizontal axes in cross section A are upscaled (without any distortion) 
compared to the other two cross sections. This is clarified in the caption as well. 
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Abstract. Local earthquakes with magnitudes in the range of 1 - 4.2 (ML) in the Southern and Eastern Alps (2017 - 2018)

registered by the dense, temporary SWATH-D network and the AlpArray network reveal seismicity in the upper crust (0-2025

km). The seismicity is characterized by pronounced clusters along the Alpine frontal thrust, e.g., Friuli-Venetia (FV) region,

in the Giudicarie-Lessini (GL) and Schio-Vicenza domains, as well as in the Austroalpine Nappes and the Inntal area. Some

seismicity also occurs along the Periadriatic Fault. The general pattern of seismicity reflects head-on convergence of the Adri-

atic Indenter with the Alpine orogenic crust. The deeper seismicity in the FV and GL regions indicate southward propagation

of the Southern Alpine deformation front (blind thrusts). The first arrival-times of P- and S-waves of earthquakes are deter-30

mined by an automatic workflow and then visually/manually checked and corrected. We applied a Markov chain Monte Carlo

inversion method to achieve precise hypocenter locations of the 344 local earthquakes. This approach simultaneously calcu-

lates hypocenters, 1-D velocity model, and station-corrections without prior assumptions such as initial velocity models and

earthquake locations. A further advantage of the method is the derivation of the model parameter uncertainties and noise levels

of the data. The accuracy of the localization procedure is checked by inverting a synthetic travel-time dataset from a complex35

3-D velocity model and using the real stations and earthquakes geometry. The location accuracy is further investigated by the

relocation of quarry blasts. The average uncertainties of the locations of the earthquakes data are below 500 m in the epicenter

and ∼1.7 km in depth when using the average VP and VP /VS models and the station-corrections from the simultaneous in-

version. In this study, we analyzed a large seismological dataset from temporary and permanent networks in the Southern and

Eastern Alps to establish high-precision hypocenters and 1-D VP and VP /VS models. The waveform data of a subset of local40

earthquakes with magnitudes in the range of 1 - 4.2 ML is recorded by the dense, temporary SWATH-D network and selected

stations of the AlpArray network between September 2017 and the end of 2018. The first arrival-times of P- and S-waves

of earthquakes are determined by a semi-automatic procedure. We applied a Markov chain Monte Carlo inversion method to

simultaneously calculate robust hypocenters, 1-D velocity model, and station-corrections without prior assumptions such as

initial velocity models or earthquake locations. A further advantage of this method is the derivation of the model parameter un-45
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certainties and noise levels of the data. The precision estimates of the localization procedure is checked by inverting a synthetic

travel-time dataset from a complex 3-D velocity model and using the real stations and earthquakes geometry. The location

accuracy is further investigated by a quarry blast test. The average uncertainties of the locations of the earthquakes are below

500 m in epicenter and ∼1.7 km in depth. The earthquake distribution reveals seismicity in the upper crust (0-20 km) which is

characterized by pronounced clusters along the Alpine frontal thrust, e.g., Friuli-Venetia (FV) region, in the Giudicarie-Lessini50

(GL) and Schio-Vicenza domains, as well as in the Austroalpine Nappes and the Inntal area. Some seismicity also occurs along

the Periadriatic Fault. The general pattern of seismicity reflects head-on convergence of the Adriatic indenter with the Alpine

orogenic crust. The seismicity in the FV and GL regions is deeper than the modeled frontal thrusts, which we interpret as

indication for southward propagation of the Southern Alpine deformation front (blind thrusts).

1 Introduction55

The Alpine Orogen resulted from the collision of the European and Adriatic plates (Dewey et al., 1973; Schmid et al., 2004;

Handy et al., 2010, 2015). This collision led to localized deformation patterns within the plates as well as along the suture,

often accompanied by seismic activity. The seismicity of the Alps has been investigated both on the scale of the Alpine orogen

(e.g., Diehl, 2008) and on the scale of parts of the chain (e.g., the Southern Alps; Amato et al., 1976; Cagnetti and Pasquale.,

1979; Galadini et al., 2005; Anselmi et al., 2011; Scafidi et al., 2015; Bressan et al., 2016; Slejko, 2018; Viganò et al., 2008,60

2013, 2015). The Southern and Eastern Alps have heterogeneous earthquake distribution, with regions of high activity, e.g.,

eastern Southern Alps (ESA), rare activity, e.g., Eastern Alps, or inactivity, e.g., parts of western Southern Alps (WSA) (Fig.

1).

The dense temporary seismic SWATH-D network was deployed from 2017 to 2019 in the Southern and Central Alps (Heit

et al., 2017, 2021) with the total number of 161 stations. With anGiven the average station spacing of only 15 km, this network65

was designed to capture the shallow crustal seismicity (especially the depths of the earthquakes) with higher accuracyprecision

than the coarser permanent networks, including the AlpArray network (AASN with 52 km station spacing; Hetényi et al.,

2018), and to obtain an increased spatial resolution of images (e.g., local earthquake tomography, receiver functions) even in

a region with low or moderate local seismicity. The SWATH-D network is located in a key part of the Adriatic Indenter for

which a switch in subduction polarity was proposed at the transition from Central to Eastern Alps (e.g., Lippitsch et al., 2003).70

In this study, we use a subset of 344335 local earthquakes recorded by the SWATH-D network and complemented by a

selection of 112 AlpArray network stations nearby to precisely relocate the hypocenters of the local earthquakes. The dense,

high-quality travel-time picks created in this study potentially lead to constrained hypocenter solutions with high internal

consistency. This will enable us to identify the status of the seismically active volume and its extension at depththe general

pattern of seismicity on the surface and at depth throughout the region and contribute to the understanding of active tectonic75

processes. A further aim of the study is to derive a high-quality dataset suitable to be used in Local Earthquake Tomography

(LET).
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Although locating the earthquakes has been a routine task in seismology for decades, there are several challenges related

to obtaining a precise location. One of them is the trade-off between the hypocenters and the velocity structure (so-called

hypocentre-velocity coupling; Kissling, 1988; Thurber, 1992; Kissling et al., 1994). To yield accurate locations (especially80

depths), either the velocity model should be well known in advance, or, particularly in the case of earthquakes occurring

within a network (local earthquakes), it has to be simultaneously inverted for (Kissling, 1988; Kissling et al., 1994; Thurber,

1983; Husen et al., 1999). This is conventionally being done by employing iterative inversion strategies based on damped

least squares. These methods are quite robust and have been successfully applied for years. However, because they use a

linearization and the damped least squares approach, they depend not only on proper choices of initial values for hypocenter85

coordinates (close enough to the true location) and the velocity model(s) but also on technical parameters such as (fixed) model

parametrization (i.e., layers) or damping factorsmodel parametrization (i.e., layers) or regularization (i.e., damping factors) that

all have to be carefully checked and selected.

Recently, a transdimensional, hierarchical Bayesian approach utilizing a Markov chain Monte Carlo (McMC) algorithm

was implemented for simultaneous inversion of hypocenters, 1-D velocity structure, and station-corrections particularly for the90

local earthquake case (Ryberg and Haberland, 2019). This approach has the advantage of being largely independent of prior

knowledge of model parameters (starting velocity model, starting locations of earthquakes) and the inversion results are data-

driven. Moreover, the results can be statistically analyzed, and thus errors and ambiguities can be are estimated. The method

extends the probabilistic relocation approaches (Lomax et al., 2000) by also inverting for the best velocity model(s)by inverting

for a set of velocity models well explaining the data.95

2 Tectonic setting and local seismicity

The study region (Fig. 1) is part of the collisional zone between the Adriatic and European tectonic plates. The convergence of

these plates began no later than 84 Ma, with the onset of collision at ca. 35 Ma (Dewey et al., 1973; Schmid et al., 2004; Handy

et al., 2010) and culminating since ca. 24 Ma with north-northwestward indentation of the Adriatic continental lithosphere

(Handy et al., 2015). Indentation is still ongoing today (Cheloni et al., 2014; Aldersons, 2004; Serpelloni et al., 2016; Sánchez100

et al., 2018).

Deformation in the target area (red box in Fig. 1) occurred within a corner of the Adriatic indenter, which is delimited to

the north by the Periadriatic Fault (PAF) and to the west by the Guidicarie Fault (GF). The PAF is a late orogenic fault active

in Oligo-Miocene time, which was sinistrally offset by the GF in Miocene time. Just north of the northwestern corner of the

indenter, where the GF and PAF meet, the Tauern Window (TW) exposes remnants of the European lower plate at the surface105

(Scharf et al., 2013; Schmid et al., 2013; Favaro et al., 2017; Rosenberg et al., 2018). Therefore, shortening and exhumation

within the TW are attributed to faulting along the Adriatic indenter (Scharf et al., 2013; Favaro et al., 2017; Reiter et al., 2018).

Counterclockwise rotation of the Adriatic plate with respect to the Eurasian plate (Le Breton et al., 2017) is interpreted to have

induced seismic activity in the Southern Alps (Anderson and Jackson, 1987; Mantovani et al., 1996; Bressan et al., 2016).
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The thrust front in the eastern Southern Alps (ESA) accommodates most of the Adria-Eurasia convergence with pronounced110

N-oriented present-day motion (Serpelloni et al., 2016; Sánchez et al., 2018). A N-oriented horizontal deformation of∼2 mm/a

is observed in the ESA front (northern part of the Venetian-Friuli Basin; Sánchez et al., 2018; Métois et al., 2015; Cheloni et al.,

2014) with highest recorded geodetic strain rate along the Venetian Front (within the Montello region, around 12.25◦E/45.8◦N)

(Serpelloni et al., 2016; Verwater et al., 2021). From the Venetian part of ESA toward the Po Basin (PoB), the motion vectors

have a slight westward rotation with decreasing magnitudes. In contrast, a progressive eastward rotation of motion vectors115

is observed from the Venetian area toward the Pannonian Basin. The entire Alpine chain is still undergoing uplift, with a

maximum in the inner Alps, e.g., along the border between Switzerland, Austria, and Italy (near 11◦E/46.6◦N) with values of

≥ 2 mm/a, whereas uplift rates decrease toward the foreland (Sánchez et al., 2018).

Two sedimentary basins, the Molasse and the Po Basins (MoB and PoB in Fig. 1) dominate the shallow structure at the

northern and southern borders of the target area. The MoB, running along the northern front of the Alps, thickens going across120

strike from the exposed Variscan basement (0 km) to the Alpine Front (5 km, e.g., see depth-to-basement contours in the map

of Bigi et al., 1989). The Quaternary and Tertiary sediments of the PoB thicken from 0 km at its northern margin to about 6 km

in the south below the Apenninic Front (Bigi et al., 1989; Waldhauser et al., 2002).
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Figure 1. Geological map of the Alps showing major deformation fronts, faults, geographical subdivisions, tectonic units, and seismicity

(seismic events between Jan 2010 and Dec 2016 with a magnitude larger than 2 from the International Seismological Centre, 2020)(seismic

events between Jan 2000 and Dec 2012 with a magnitude larger than 3 from the European-Mediterranean Seismological Centre). The light

green zone indicates the outline of the Adriatic plate. The tectonic units of the study area (red box) are shown on the upper right inset map.

The maps are modified from Handy et al. (2010) and Schmid et al. (2004, 2008). Abbreviations: WA - Western Alps, CA - Central Alps, SA

- Southern Alps, EA - Eastern Alps, ADR - Adriatic plate, IVR - Ivrea body, PB - Pannonian Basin, VFB - Venetian-Friuli Basin, PoB - Po

Basin, MoB - Molasse Basin, TW - Tauern Window, PAF - Periadriatic Fault, NGF - Northern Giudicarie Fault, SGF - Southern Giudicarie

Fault, ESA - Eastern Southern Alps, WSA - Western Southern Alps, MT - Montello, GL - Giudicarie-Lessini region, FV - Friuli-Venetia

region, AN - Austroalpine Nappes.

The seismicity in the study area and surrounding regions has been monitored routinely for many years with stations oper-

ated by different national and regional networks (INGV-National Institute of Geophysics and Volcanology and OGS-National125

Institute of Oceanography and Experimental Geophysics in Italy, ZAMG-Central Institution for Meteorology and Geodynam-

ics in Austria, and SED-Swiss Seismological Service in Switzerland). Besides routine catalogs, the seismicity has also been

investigated in a few seismological studies through various time periods and regions ((Blundell et al., 1992; Solarino et al.,

1997) Galadini et al., 2005; Diehl, 2008; Viganò et al., 2013; Reiter et al., 2018, among others). Diehl (2008) compiled the

local earthquake data from 14 seismic networks in the greater Alpine region from 1996 to 2007 and created a uniform and130

consistent relocated event catalog. The SHARE European Earthquake Catalog (Grünthal et al., 2013) comprised homogeneous

earthquakes from 1000 to 2006.
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These studies indicate that seismic activity is clustered in the Friuli-Venetia (FV), Giudicarie-Lessini (GL), and the Inntal

regions (Fig. 1). The FV region is located along the thrust-and-fold belt marking the active Adria-Europe plate boundary and

was stuckstruck by several earthquakes of MW ≥ 6 in the last several centuries (Slejko, 2018). The energy was released on a135

system of E-W south-verging thrusts (some of which are blind or unknown) as well as on backthrusts and oblique-slip faults

(Nussbaum, 2000; Galadini et al., 2005; Slejko, 2018; Romano et al., 2019). The GL region is located in the deformation zone

along the western margin of Adriatic indentation with two major fault and fold systems characterized by high seismic activity:

the Giudicarie Belt and the Schio-Vicenza strike-slip fault (Viganò et al., 2015). In contrast, the area east of the Northern

Guidicarie Fault (NGF) is obviously much less active, at least since 1994 (Viganò et al., 2015). However, this almost inactive140

region coincides with a paucity of permanent seismic stations and therefore, precise seismicity investigation using a denser

network is required. One of the goals of this study is to correlate seismicity with the pattern of active and inactive faulting

mapped at the surface.

3 Data acquisition and processing

3.1 Network data145

For this study, we used mainly data of the SWATH-D network, which was temporarily deployed in a roughly rectangular region

in northern Italy and southeastern Austria (black box in Fig. 2). The installation started in Summer 2017 and the network ran

for almost two years (Heit et al., 2017, 2021). The network consisted of 151 broadband seismometers with an average inter-

station spacing of 15 km. A total of 78 stations equipped with Güralp-3ESPC seismometers (https://www.guralp.com/p

roducts/surface) and Earth Data EDR-210 recorders (http://www.earthdata.co.uk/edr-210.html) transmitted data in near150

real-time via the cellular network (on-line). However,The other 73 stations, with data accessed during station services (off-

line), were equipped with two different kinds of seismometers and digitizers: 58 of them with Nanometrics portable Trillium

Compact seismometers (https://www.nanometrics.ca/products/seismometers/trillium-compact) and CUBE recorders

(https://www.gfz-potsdam.de/en/section/geophysical-deep-sounding/infrastructure/geophysical-instrument-pool-potsd

am-gipp/pool-components/seismic-pool/recorder-dss-cube3/), and the rest with Güralp-3ESPC seismometers and Earth155

Data PR6-24 recorders (http://www.earthdata.co.uk/pr6-24.html). In Autumn 2018 the network was complemented with

an additional 10 on-line stations in the northeastern edge by LMU-Munich. All SWATH-D seismic stations recorded the data

continuously with 100 samples per second (sps).

In order to enlarge the stations azimuthal coverage for earthquakes occurring in the periphery of the SWATH-D framework,

we additionally selected 112 stations of the larger scale AlpArray Seismic Network (AASN; Hetényi et al., 2018) to include160

their waveform data in the analysis.
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Figure 2. Distribution of seismic stations of the SWATH-D Network (red, blue, purple) and selected stations of the AASN (white). The black

box indicates the periphery of the SWATH-D network. The faults are from Schmid et al. (2004, 2008) and Handy et al. (2010).

3.2 Seismic events, arrival-time picks, and phase-type identification

The national seismological agencies of Italy (INGV and OGS), Austria (ZAMG), and Switzerland (SED) provide comprehen-

sive earthquake catalogs (minimum magnitude -0.8 by ZAMG) in our study region. Therefore, the process of event detection

was skipped and an integrated event list from the national agencies, after removal of common events, formed a proper event list165

to start with. For this study, we selected events with ML ≥ 1 in the time frame between September 2017 and the end of 2018

(16 months) summing up in 2,639 local events, which were observed by 290 selected permanent and temporary stations. list of

2,639 local events (see appendix A for elaborate information) for arrival-time picking. Considering this large number of events

and 273 selected permanent and temporary stations, we applied a modified version of the automated multi-stage workflow

from Sippl et al. (2013) to the waveform data for picking the arrival-times of P and S waves. This workflow was originally170

implemented for producing a complete catalog of well-located earthquakes and reliable arrival-times using continuous passive

seismic data in the Pamir-Hindu Kush region (Sippl et al., 2013). We, subsequently, assessed the performance of the picking

algorithms by quality checking of time and phase-type uncertainties of the picks (appendix AB).

We noticed that the number of mispicks and also ignored picks was quite large (Sect. B2). Therefore, a visual/manual

inspection on the selected events (384 events with azimuthal gap less than 200◦ and RMS less than 1 s) was subsequently done175

to remove or modify obvious mispicks (mainly at large epicentral distances) and also repick the missed arrivals (mostly S-picks

of very close stations).As described in Sect. B2, the number of mispicks and picks ignored by the automatic procedure was

quite large. Therefore, a dataset with relatively highly-constrained events were selected for visual/manual inspection. Since

the number of picks in this stage (after the automatic procedure) is not the most reliable information on the location precision
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(see Sect. B2), and also considering that this data is aimed for high location accuracy of the occurring earthquakes, we selected180

events with azimuthal gap less than 200◦ and RMS less than 1 s which resulted in 384 event (18,390 P- and 7,762 S-picks). The

inspection of this dataset was carried out with removing or modifying obvious mispicks (mainly at large epicentral distances)

and also re-picking the missed arrivals (mostly S-picks at small epicentral distances).

This manual/visual inspection was mainly performed on individual station data. as well as on seismogram sections of all

observations of larger events to check for the correct phase identification (see also Sect. 3.3). The direct Pg (Sg), Moho-reflected185

PmP (SmS), and Moho-refracted Pn (Sn) phases arrive closely spaced in time, especially in the triplication zone, potentially

leading to phase-type misidentification. The PmP (SmS) is always a secondary arrival, but its amplitude can dominate the first

arrival and thus be easily mispicked. On the other hand, for epicentral distances larger than the triplication zone, the Pn (Sn)

amplitude can be so weak, that the Pg (Sg) or PmP (SmS) be wrongly identified as the first arrival. In the local earthquake case,

and particularly for regions with varying Moho topography and significant lateral variations in the crustal structure, something190

to be expected for the Alps, the phase-type identification is even more challenging (Diehl et al., 2009b). Since the inversion is

based on the first arrival-times we looked at the waveforms in epicentral distance plots for larger events for which we expect

the later phases, inspected the picks and corrected/adjusted where needed. However, we would like to point out that even with

these procedures we cannot rule out a certain amount of misidentified phases.

An inspection for identifying potential quarry blasts (and other anthropogenic sources) was simultaneously doneduring the195

visual inspection performed. Criteria for potential quarry blasts were: 1) relatively small number of S-picks, 2) relatively small

S/P amplitude ratios (see, e.g., Walter et al., 2018), and 3) large surface waves (observed dispersive waveform characteristics).

Based on our assessment, we classified the events into 344 earthquakes, 15 potential blasts, and 25 unclear events.

A Wadati diagram (Wadati, 1933; Kisslinger and Engdahl, 1973; Diehl, 2008) was used to identify and correct obvious

outliers. As seen in Fig. 3, the number of outliers after correction is quite low. The VP /VS ratio is 1.72 (calculated by linear200

least squares) in our dataset.calculate the VP /VS ratio of the earthquakes, which is 1.72 (calculated by linear least squares;

Fig. 3). Furthermore, S-picks with S-P traveltime differences larger than 4 s off the main trend were removed (however, this

was only 0.3% of all picks). After this removal, only 2% of the whole observations have ts – tp > 0.72 tp±3 s. We notice that

at P travel-times larger than ∼25 s the observations tend to slightly larger S-P travel-time differences, potentially indicating a

higher VP /VS ratio at larger depth, i.e., in the upper mantle.205
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Figure 3. Modified Wadati diagram based on P- and S-picks after visual/manual analysis (the color indicates number of picks; please see

the color palette table on the right). The origin-times (t0) of the earthquakes are provided by the single-event localization using HYPO71

hypocenter determination program (Lee and Lahr, 1975). The black solid line shows the fit to the data by linear least squares and its slope

indicates the VP /VS ratio of 1.72. The dashed lines show values with ts – tp = 0.72 tp±3 s.

For the simultaneous inversion of hypocenters, 1-D velocity model, and station-corrections, we used the events with at least

10 P-picks and 5 S-picks and an azimuthal gap less than 180◦, which comprises 301 local earthquakes. The arrival-time dataset

consists of 11,084 P- and 6,496 S-picks (quality classes of 0 to 3) with average picking errors of 0.12 s and 0.21 s for P and S

observations, respectively (Table 1). The average number of picks per event is 32 for P and 18 for S with maximum of 157 and

118, respectively (Fig. 4).210

Table 1. Statistical parameters of high-quality P- and S-pick dataset of 301 well-constrained local earthquakes used for simultaneous inversion

of hypocenters, 1-D velocity model, and station-corrections.

Quality class P picking uncertainty (s) Number of P-picks S picking uncertainty (s) Number of S-picks

0 ±0.05 4,170 ±0.1 2,715

1 ±0.1 3,462 ±0.2 1,254

2 ±0.2 2,327 ±0.3 1,563

3 ±0.3 1,125 ±0.4 964

Sum (#) 11,084 6,496

Average picking error (s) 0.12 0.21
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Figure 4. histograms of high-quality P- and S-picks per event for 301 well-constrained local earthquakes used for simultaneous inversion of

hypocenters, 1-D velocity model, and station-corrections.

In order to investigate the seismicity pattern, we use the travel-time data of additional 43 local earthquakes with slightly

fewer picks (minimum 8 P- and 2 S-picks) to the main dataset and relocate them using the VP , VP /VS , station–corrections,

and noise levels from the simultaneous inversion (Sec. 6.3). This updated dataset contains 344 earthquakes, 12,420 P-picks,

and 7,192 S-picks.

215

3.3 Seismic phase identification

The direct Pg, Moho-reflected PmP, and Moho-refracted Pn phases arrive closely spaced in time, especially in the triplication

zone, potentially leading to phase-type misidentification. The PmP is always a secondary arrival, but its amplitude can dominate

the first arrival and thus easily being mispicked. On the other hand, for epicentral distances larger than the triplication zone,

the Pn amplitude can be so weak, that the Pg or PmP can be wrongly identified as the first arrival. In the local earthquake case,220

and particularly for regions with varying Moho topography and significant lateral variations in the crustal structure, something

to be expected for the Alps, the phase-type identification is even more challenging (Diehl et al., 2009b). The inversion is based

on the first arrival-times and therefore checking the phase-type is extremely important.

Figure 4 shows the velocity reduced travel-time of all the first arrivals vs. epicentral distance in order to have a compre-

hensive assessment of the phase-type identification. For comparison, the synthetic Pg, PmP, and Pn travel-times are calculated225

independently for each earthquake (based on a velocity model consisting of a homogeneous crustal layer with 35 km thickness

and VP of 5.8 km s−1 over a half-space with VP 7.8 km s−1 according to the ak135 model of Kennett et al., 1995). The whole

range of Pg, PmP, and Pn synthetic travel-time curves (caused by different earthquake depths), hereafter called travel-time

interval, are shown with their zone confined between two green, red, and blue dashed lines, respectively. The picks have a wide

scatter in time, however, depending on the epicentral distance they are still close to the corresponding travel-time interval. Most230
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importantly, high-energetic PmP waves are not picked as first arrivals. The number of outliers, i.e., picks that are located far

off the travel-time intervals, is not significant compared to the total number of picks. The remaining scatter could be associated

with the 3-D structure not represented by the 1-D model.

4 Method

4.1 Probabilistic Bayesian inversion235

Considering that hypocenter locations and velocity model are inherently linked to each other (coupled hypocenter-velocity

problem, e.g., Kissling, 1988; Thurber, 1992; Kissling et al., 1994) especially in the local earthquake case, it is indicated toa si-

multaneous inversion for hypocenters and velocity structure (and/or station corrections) is needed. In this study, different to the

conventional approach of damped least squares, we use a Bayesian approach (Bayes, 1763), which has. Bayesian approaches

have been applied in a number of geophysical studies (Tarantola et al., 1982; Duijndam, 1988a,b; Mosegaard and Tarantola,240

1995; Gallagher et al., 2009; Bodin et al., 2012a,b; Ryberg and Haberland, 2018). This approach has been implemented recently

by Ryberg and Haberland (2019) recently implemented a hierarchical, transdimensional Markov chain Monte Carlo (McMC)

approach for the joint inversion of hypocenters, 1-D velocity structure and station-corrections for the local earthquake case.

While with classical inversion techniques a discrete best-fitting model m (i.e., locations, velocity model, etc.) is derived, in

the Bayesian inference all the parameters of the model m are represented probabilistically. For the theoretical background the245

reader is referred to Bodin and Sambridge (2009) and Bodin et al. (2012a,b). We define a uniform and wide range of values

for each individual model parameter (before knowing the observed data; prior) and after performing the inversion for random

combinations of the parameters, we derive a probability distribution individually for each model parameter (after combining

the prior information with the observed data; posterior). Thus, a large suite of models is generated, all of them fitting the

travel-time observations. The choice of a uniform and extensively wide range of model parameters (Table 2) guarantees that250

the final model is dominated by the data rather than by the prior information (i.e., starting model, choice of parameters).

Table 2. Prior distribution (model space), starting model, and width of Gaussian distribution for each model parameter.

Model parameter Lower boundary Upper boundary Starting model Gaussian Width

Earthquake epicenter (x,y) -300 km +300 km random and uniform 2 km

Earthquake depth (z) 0 km 200 km random and uniform 2 km

VP 2 km s−1 12 km s−1 normal with mean=6 and sigma=0.5 km s−1 0.05 km s−1

VP /VS 1 2.5 normal with mean=
√
3 and sigma=0.2 0.05

Layer depth (h) 1 200 random and uniform 10 km

Number of layers 1 200 Normal with mean=5 and sigma=3 -

Noise σP and σS 0.001 s 10 s 1 s 0.01 s

Station correction τP and τS -5 s 5 s 0 s 0.05 s
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4.2 Model parametrization and forward problem

Hypocenters are described by spatial (x0,y0,z0) and temporal (t0) coordinates and the 1-D velocity structure is described by

a variable number of horizontal layers with individual values of VP and VP /VS . Moreover, the model m comprises station-

corrections for P and S waves (τP and τS), which account for deviations of the 1-D model from the real 3-D velocity distribu-255

tion and local shallow velocity structurestravel-time effects (delayed or earlier arrivals) due to deviations of the 1-D model from

the real 3-D velocity structure in the shallow subsurface beneath the stations. The inversion also derives the quality of the data

expressed as noise levels for P- and S-picks (σP and σS), which are also unknowns in the inversion. The noise includes actual

picking errors, systematic errors of observations/measurements, and any approximation or errors of forward travel-time calcu-

lation (see below) and is assumed to be normally distributed and uncorrelated. Therefore, the complete model to be inverted260

for is defined as:

m = [K,VP i,VP /VSi,hi,xj ,yj ,zj , tj , τ
P
k, τ

S
k,σP ,σS ] (1)

where K is the number of layers, h is layer depth, and i, j, and k refer to layer, earthquake, and station index respectively. It

should be noticed that the number of layers is also unknown. In other words, the model space dimension is not fixed in advance

and hence the posterior is a transdimensional function.265

In order to sample models from the prior probability distribution, we apply the transdimensional, hierarchical Markov chain

Monte Carlo (McMC) method (Green, 1995). The McMC creates McMC approach to create a huge number of different models

m by random selection of model parameters (see Equation 1 and Sect. 4.3). Accordingly, to compute travel-times the forward

problem has to be solved for a very large number of times. We use the 2-D finite differences (FD) Eikonal solver (Podvin and

Lecomte, 1991) for the forward calculation. This algorithm requires a regular mesh. Therefore, the irregular velocity model270

(i.e., layers) is converted to a fine and uniform mesh based on Voronoi cells (constant velocity layers)(Aurenhammer and Klein,

2000), which sets the velocity at each mesh point to the value of the nearest point from the irregular model. The Voronoi mesh,

in our case, has a cell spacing of 1 km vertically and horizontally.Therefore, the irregular velocity model is converted to a fine

and uniform mesh by setting the velocity at each mesh point to the value of the nearest point from the irregular model (VP i or

VP /VSi). The fine mesh used by the Eikonal solver has a cell spacing of 1 km vertically and horizontally.275

Once the travel-times are calculated, a misfit function, particularly for each model, is defined as the summed squared differ-

ences between the observed (d) and calculated travel-times. The misfit function is then used to build the Gaussian likelihood

function and the posterior values of the proposed model (for detailed information one could refer to Ryberg and Haberland,

2019).

4.3 Markov chain Monte Carlo (McMC) algorithm280

Given the Bayesian approach described above, the McMC algorithm generates an ensemble of models with parameters within

the prior distribution. We mainly follow the hierarchical, transdimensional procedure proposed by Ryberg and Haberland

(2018, 2019) that supports the calculation of both model parameters and model dimensionality. The evolution of a model along
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the Markov chain consists of four main steps: (1) Choose a random initial model m (Table 2). (2) Generate a new model

from the prior distribution by perturbing the current model parameters (changing one of the velocity parameters of a random285

node, shifting the position of a random earthquake, adding a new layer, removing a random layer, altering one of the noise

parameters, changing a randomly selected station-correction). The changes in the VP , VP /VS , cell position (i.e., layer), and

noise levels must be according to Gaussian probability distribution centered at the current value. The values of the new model

are randomly selected within very wide bounds (Table 2) and thus do not truncate the posterior probability distribution. (3) The

forward calculation (Sect. 4.2) is then performed on the new model. The newly estimated travel-time data are compared with290

the observed data d and then the misfit function, data likelihood, and the posterior probability are determined. (4) The newly

proposed model is accepted or rejected based on the criteria of Bodin and Sambridge (2009). If the new model is rejected, then

the current/old model is retained by reiterating step 2. However, there is still a probability of acceptance even if the fit of the

new model is worse than that of the old model. If the model is accepted (i.e., when it is better than the previous model) then it

acts as a starting model for another iteration (step 1).295

By reiteration of steps 1 to 4, a chain of models is produced, which is in fact the Markov chain. This chain is continued until

the misfit is not significantly decreasing any more (burn-in phase). Thereafter, a stationary model space sampling is achieved.

If these sequences are repeated long enough, a chain provides an approximation of the posterior distribution for the model

parameters. To accelerate the model space sampling, up to 1000 separate and independent chains are investigated in parallel.

The main idea of the McMC method is to keep prior assumptions of the model parameters (conventionally used as initial300

values) at a minimum and thus minimizing unwanted artificial effects on the final model. Therefore, the McMC method only

uses the travel times and does not directly depend on initial hypocenters, origin times, velocity models, or even the model

parametrization (e.g., grid node spacing). Nevertheless, the selection of picks in the (semi-automatic) picking procedure is

involving the comparison of the observed travel-times with those based on preliminary hypocenters (which depend on initial

velocity models). Therefore, the results of the inversion can stricto sensu depend to some degree on initial values.305

5 Uncertainty estimates using synthetic tests

As a variable Moho topography and complex lithosphere structure are expected for our study region, the 1-D model derived

by and used in our inversion can only be a rough abstraction of the real conditions. Nevertheless, this simplification could

potentially have influence on earthquake location correctness and accuracy. To assess the performance of our inversion strategy

in this respect, using a 3-D velocity model and earthquakes and station distribution of the real data, we calculated the synthetic310

travel-times, added synthetic noise and finally inverted them in the same way as the real data (see below). Comparing input

event locations (synthetic) and the inverted (output) ones allows us to study the location and potential systematic errors related

to the use of a 1-D model, which we can also expect for the derived real hypocenters. recovery of the hypocenters, location

consistency and potential systematic errors related to the use of a 1-D model, which we can generally expect for the derived real

hypocenters. For example, it can be studied whether events at the periphery or in certain parts of the model have systematically315

larger uncertainties (e.g., due to their location and/or spatial distribution of picks). Furthermore, we can study how the (output)
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1-D model looks in comparison to the (input) 3-D model how large the derived noise is in relation to the synthetic input noise

and how the pattern of station-corrections correspond to the shallow velocity anomalies. Similar tests are standard in structural

studies (i.e., LET) to study the recovery of certain features.

The background 3-D velocity model is designed based on the Moho topography of the European and Adriatic plates from320

Spada et al. (2013). The VP starts with 6 km s−1 at -5 km, gradually increases down to the Moho depth, and reaches 7 km s−1.

At Moho depth, the velocity increases from 7 km s−1 to 8 km s−1. The velocity below the Moho increases again gradually

until it reaches a velocity of 8.05 km s−1 at 90 km depth (Kennett et al., 1995; Christensen and Mooney, 1995). The Moho

depth in the target area changes from 22 km in the PoB to more than 55 km along the Adria-Europe plate boundary (Spada

et al., 2013). We considered the model’s surface at -5 km to avoid wave propagation through the air.325

In our synthetic 3-D background model the course of the crust-mantle boundary is inspired by the Moho topography of the

European and Adriatic plates from Spada et al. (2013), however, we adopted it in a simplified way without features such as

crustal stacks (overlapping Mohos of the two involved plates) or the proposed Moho hole. Our main aim of this simplified

adaption is studying the influence of a 1-D model class on the derived hypocenters after the inversion and the goal is not

recovering the exact velocity structure. We assigned typical crustal velocities to the upper layer, starting with 6 km s−1 and330

increasing to 7 km s−1 at the base of this crustal layer. Thereafter, the velocity increases from 7 km s−1 to 8 km s−1 within a

thin zone of 3 km with a strong gradient. Then, the velocity increases again gradually until it reaches 8.05 km s−1 at 90 km

depth (Kennett et al., 1995; Christensen and Mooney, 1995). The Moho depth in the target area changes from 22 km along the

flank of the Ivrea body to more than 55 km along the Adria-Europe plate boundary (Spada et al., 2013). We considered the

model’s surface at -5 km to avoid wave propagation through the air.335

In order to simulate realistic 3-D effects in the context of expected crustal structure, we superimposed shallow high- and

low-velocity anomalies onto the background 3-D model presented above. We assumed that the hard rocks of the European

basement exhumed in the TW have higher velocities than the surrounding Austroalpine nappes and, thus, form a high-velocity

anomaly (+5 %) within a rough outline of the TW and from the surface to the depth of 10 km (for more information on the TW

see, e.g., Bertrand et al., 2015). Furthermore, we designed lower velocity anomalies for the PoB and MoB sedimentary basins340

(the coarse outline of the basins are taken from Waldhauser et al., 2002). An average VP of 4.35 km s−1 is considered for the

entire MoB from the model’s surface down to 2 km depth. For the PoB, a layer of 6 km thickness starting from the model’s

surface and with VP of 2 km s−1 less than the background model is constructed. The shallow anomalies are then inserted in the

background model. Taking the shallow anomalies into account not only makes the model more realistic but also allows us to

check whether the station-corrections reflect travel-time deviations due to velocity variations in the shallow subsurface. Figure345

5 displays the 3-D synthetic VP model from different views and also the 1-D model at two different viewpoints. The VP /VS

ratio in the entire model is set to
√
3.

The P and S arrival-times are calculated using the 3-D FD Eikonal solver (Podvin and Lecomte, 1991; Tryggvason and

Bergman, 2006). We generated an FD grid with an increment of 1 km horizontally and vertically, resulting in a grid dimen-

sion of 601×321×96 with a total number of 18,520,416 nodes. For simulating a realistic travel-time dataset, we adopted the350

geometry of stations and hypocenters of the real data. Using 273 stations and 344 earthquakes, altogether 12,534 P and 7,258
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S synthetic picks resulted from the forward calculation. Thereafter, according to the manual arrival-time uncertainties in Table

B2, we added random noise (0.05, 0.1, 0.2, 0.3, 0.1, 0.2, 0.3, and 0.4 for P-0, P-1, P-2, P-3, S-0, S-1, S-2, S-3, respectively) to

the arrival-times, and this dataset was then used for the simultaneous inversion by McMC.

Figure 5. 3-D synthetic VP velocity model. The VP /VS ratio was fixed to
√
3 in the entire model. (a) and (b) Contours of the Moho and

shallow anomalies of the PoB, MoB, and TW from different view directions, (c) modified Moho depth map based on Spada et al. (2013), (d)

1-D velocity model of 2 different locations with shallower and deeper Moho, retrieved from the 3-D synthetic velocity model (the locations

are shown with red and black crosses in (a) and (c), respectively). The faults are same as Fig. 2.
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To explore the model parameters, 1000100 Markov chains each with 1000 random initial models are used for simultaneous355

inversion of McMC. Following the strategy in Ryberg and Haberland (2019), we derived ∼15,000 of the final models from

the Markov chains (more information is given in Sec. 6) to define model parameters based on the average µ and standard

deviation σ. For the earthquake epicenters (x and y) and station-corrections (τP and τS) the classical average of the Gaussian

distribution is used. However, the depth distribution of shallow earthquakes is truncated by the upper model boundary. In order

to accommodate this, we used an algorithm based on truncated Gaussian distributions (Ryberg and Haberland, 2019) to derive360

true depth averages and uncertainties. The VP and VP /VS values are defined based on the modified average (Ryberg and

Haberland, 2018) and standard deviation.

Figures 6 and 7 representFigure 6 represents the recovery of the earthquakes. The earthquakes are determined with an

average uncertainty of 240 m in longitude, 270 m in latitude, 1.24 km in depth, and 0.38 s in origin-time (Fig. 6b and error

bars in Fig. 6a).Figure 6a shows that the epicenters are recovered very well (the blue dots are located on top of red circles).365

Further assessment of the earthquake recovery (Fig. 7a6b) demonstrates that the average misfit between synthetic and recovered

hypocenters is quite close to zero with uncertainties of ∼400 m in epicenter and 1.31 km in depth and 0.12 s in origin-time.

Nevertheless, we note that although the epicentres of most of the earthquakes throughout the study area are recovered well, the

depths of the events at the edges of the network are less well recovered and their uncertainties are also systematically larger

(see Fig. 6). The recovered noise levels, which are representative of the unresolved part of the travel-times, are calculated for370

individual pick types and quality classes separately (Fig. 7b6c). They are alsoclose to the random noise, which was added to

the synthetic arrival-times (manual arrival-time uncertainties in Table A1B2), however, slightly higher. This deviation could be

explained by the forward modeling errors and the fact that the inversion derives a 1-D velocity model from data of a 3-D input

model.
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Figure 6. (a) Recovery of the hypocenters after synthetic test. Red circles are recovered earthquakes with 1σ error bar (error bars of latitude

and longitude are invisible at this scale) and blue dots are the synthetic locations. The gray triangles show the stations. (b) Histograms of

misfit between recovered hypocentres and original ones. The hypocenters are recovered very well with average misfit of 20 m (±380 m) in

longitude, 210 m (±400 m) in latitude, 110 km (±1.131 km) in depth and 0.12 s (±0.08 s) in origin-time. (c) The recovered noise levels after

McMC for individual pick types and quality classes are slightly higher than the random noise, which was added to the synthetic travel-times

data.
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Figure 7a shows the derived VP and VP /VS models as heat-maps (posterior distribution of all the models). In addition, it375

shows the average value (red line), standard deviation of all the inferred models (yellow zone), and a reference model with

maximum likelihood (blue line), i.e., maximum posterior probability (similar to Ryberg and Haberland, 2019). As seen, no

clear, single Moho velocity jump is recovered, but there are rather slight velocity jumps at different depths from 30 to 50 it

is modeled by a gradual increase of the velocities at depths from 30 to 50 km. We attribute this to. This reflects the variable

Moho topography, which per se cannot be modeled inby the 1-D velocity model, and potentially less resolution due to less ray380

coverage in this depth range. Because of a dense ray-coverage from the surface down to a depth of∼20 km, the VP uncertainty

is almost zero in this depth range. Below 20 km In the depth interval with strong Moho topography, the uncertainty varies

between 0.1 and 0.66 km s−1. The uncertainty values are compatible with the standard deviation of the lateral heterogeneity

in the synthetic 3-D velocity model (∼0.8 km s−1 above 2 km, ∼0.05 km s−1 between 2 and 20 km, and between 0.1 and 0.5

km s−1 below 20 km depth). Thus, we think that the increased standard deviations beneath ∼30 km depth indicating reduced385

and fading resolution are due to both variable Moho topography and reduced ray coverage, however, their exact contribution is

hard to tell.

The VP model is resolved until 63 km depth corresponding to the maximum ray penetration. However, as a 1-D model cannot

be representative of the 3-D structure, especially in a region with expected fluctuating Moho and complex crustal structure, a

geologically meaningful interpretation of the derived VP model is hardly possible.390

The VP /VS ratio was fixed to the square root of 3 for the whole region in the forward modeling and the same value is

recovered down to ∼35 km depth with almost zero uncertainty (less than 0.02). The uncertainty of VP /VS increases below 35

km depth to a maximum value of 0.046 indicating that this deeper part of the model is not well resolved.

The stations-corrections (Fig. 7b) correspond, to large extent, to the shallow anomalies of the 3-D synthetic model (Fig.

5). The shallow high-velocity anomaly in the TW is expressed by negative corrections (large circles) corresponding to earlier395

arrivals, while the shallow low-velocity anomalies of the PoB and MoB correspond to positive corrections (large crosses)

reflecting later arrivals.
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Figure 7. (s) Recovery of the VP and VP /VS models after synthetic test. The results are shown with heat-maps (probability histogram

versus depth; warm and cold colors correspond to higher and lower probabilities, respectively) with gray color showing zones with no

model achievement. The modified average model (red solid line), most probable model (blue solid line), and corresponding uncertainty of

1σ (grayyellow zone) for both VP and VP /VS models are shown as well. The VP /VS ratio of
√
3 is displayed with the green dashed line.

(b) Recovered P-wave station-corrections of all the stations that were involved in the McMC inversion. Blue crosses show positive values

reflecting lower velocities and red circles display negative values indicating higher velocities than expected, respectively. Regions indicated

by gray color have shallow high/low-velocity anomalies (see Fig. 5 for more information). Symbol size corresponds to correction amplitude.

The faults are same as Fig. 2.
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6 Results in and discussion

In this section, the final results of the McMC inversion are presented. For the simultaneous inversion of the hypocenters, the

1-D velocity model, and the station-corrections, we used the travel-time dataset of the earthquakes (Sec. 3.2) , which have400

at least 10 P-picks and 5 S-picks and an azimuthal gap less than 180◦ (301 earthquakes with 11,084 P-picks and 6,496 S-

picks). In the simultaneous inversion, for the first 300,000 models of the Markov chains, only the hypocenters are allowed

to be changed. Thereafter, additionally, VP , VP /VS ratio, station-corrections, and noise levels are permitted to change as

well, adding 300,000 more models to the Markov chain. After inversion of 400,000 models by thein each Markov chain, the

model space reached stationarity (end of burn-in) phaseand the remaining models had. Thereafter, badly converging chains are405

automatically excluded and from the remaining models after burn-in phase, every 1000th model is stored. The stored models

of each chain are combined (totally ∼15,000 models) to calculate the posterior probability. The final models have stationary

RMS misfits of 0.36 s (Fig. 8).

Figure 8. Left panel: RMS misfit along Markov chains during the inversion evolution (color indicates number of models; please see color

palette table on the left). Before the red line (300,000 models) only the hypocenters are perturbed and beyond that the VP , VP /VS ratio,

station-corrections, and noise levels are allowed to change as well. The green line indicates the end of burn-in phase after ∼400,000 models.

Right panel: the histograms of RMS misfit for all the models after burn-in phase. The best-fitting models are characterized by an average

0.36 s RMS misfit.

6.1 1-D velocity model and station-corrections

It turns out that the algorithm needs roughly 5 layers to best fit the data (Fig. 9a). Similar to the synthetic test (Fig. 7), the final410

velocity models are shown with the average of all remaining models and the model with maximum posterior probability. In

general, for both VP and VP /VS models (Fig. 9b) the average value (red line) varies gently, whereas the model with maximum

posterior probability (blue line) is rather coarse and contains discontinuities.

The derived VP model is well-resolved down to a depth of 63 km with an uncertainty (1σ) of 0.01 to 0.45 km s−1 (gray

zone). If we consider the modified average model as the reference model, VP starts with a rather high value of 5.94 km s−1415
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at the surface down to a depth of around 20 km. Thereupon, it gradually increases until it reaches ∼6.8 km s−1 at around 35

km depth. Moreover, at around 56 km depth the velocity jumps again to 8.2 km s−1. These two step-like velocity jumps most

likely reflect the transition from crustal to upper mantle velocities, which show a large depth-variability throughout the region

(see, e.g., Fig. 5). The VP values are in good general correspondence (given the discrete parameterization) to the model by

Diehl et al. (2009b) being representative for the large Alpine region, however, mantle velocities are reached deeper than in the420

model by Diehl et al. (2009b).

The derived VP model starts with a rather high value of 5.94 km s−1 at the surface and increase only very gently down to

a depth of around 20 km. After a zone of higher velocity gradient in the average model around (and a step-like increase of the

reference model at) ∼28 km depth, velocities reach ∼6.8 km s−1 at ca. 30 km (down to ca. 45 km depth). Down to this depth

the uncertainties (1σ) indicating the resolution increase from 0.01 km s−1 (very good) to 0.28 km s−1 (fair). Our derived VP425

model in the upper crust – except for the uppermost layer shallower than 3 km – is similar to the Diehl et al. (2009b) model,

an increase to values above 6.5 km s−1 is observed deeper than in the latter model.

Below ca. 45 km depth velocities increase further up to 7.85 km s−1 at 60 km depth, however, standard deviations (1σ)

between 0.3 km s−1 and 0.42 km s−1 indicate only poor resolution in this depth range. A single step-like increase from

„crustal“ to „upper mantle“ velocities (as at 35 km depth in the Diehl et al. (2009b) model) cannot be observed, which we430

attribute either to 1) the expected strong depth variability of the Moho in the study area (see discussion of the synthetic model

in Sec. 5) and a gradual course of the 1-D model due to lateral averaging in this depth range, 2) the relatively small number of

Pn arrivals and/or 3) limited maximum observation distances. Influences by wrongly-picked late-arriving Pg arrivals at large

distances (instead of Pn phase) cannot totally be ruled out.

As a 1-D model cannot be representative of the 3-D structure, especially in a region with expected irregular Moho and435

complex crustal structure, a geologically meaningful interpretation of the derived VP model is hardly possible.

The VP /VS model starts with high values at the surface (to ∼5 km depth), shows reduced values of around 1.70 down to

22 km depth before reaching 1.77 at greater depths (with uncertainty between 0 and 0.050.02). However, 1σ values of 0.02 to

0.045 indicate only poor resolution at depth larger than around 30km, which we associate to only a few Sn arrivals. This was

basically expected from the Wadati diagram (Fig. 3) and is in agreement with values previously derived, e.g., by Viganò et al.440

(2013). Both VP and VP /VS models are available in the supplementary material S1.

The station-corrections derived from the McMC simultaneous inversion potentially indicate local, shallow 3-D velocity

anomalies in the subsurface, which cannot be accounted for by the 1-D model. The McMC inversion assumes that P and S

station-corrections have an average of zero. Negative corrections indicate earlier wave arrival and thus higher velocities in the

(shallow) subsurface, whereas, positive correction implies delayed arrival indicative of lower velocities.445

The pattern of corrections (Fig. 9c) shows coherent negative corrections associated with the EA, ESA, and CA. The large

negative values in the eastern part (east of 15◦ E) might be related to proximity to the edge of the network and thus be dominated

by mantle phases (faster arrivals). Surprisingly, in between the negative values in the Alpine Chain, a pattern of slight positive

corrections in the WSA is observed. Besides, extreme positive corrections are seen in the PoB and MoB as it is expected for
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sedimentary basins. The pattern of stations in the ESA and a few stations in the WSA and CA agree very well with results by450

Diehl et al. (2009b).

A detailed interpretation of corrections pattern is highly ambiguous because it contains an overlay site effect and/or other 3-D

variations such as Moho topography. It proved to be useful for accurately localizing earthquakes, for subsequent 3-D inversion

(i.e., local earthquake tomography), and to show the consistency of phase data through inspection of the general pattern.

A detailed interpretation of the pattern of the station corrections is highly ambiguous because they contain a superposition455

of site effects and/or effects from 3–D structural variations as well as a lot of smearing. Nevertheless, the general concept of

simultaneously inverting local earthquake datasets for a (simplified) 1-D velocity model, hypocenter positions/origin times and

station corrections proved to be very powerful for accurately localizing earthquakes (see e.g., Kissling, 1988). Moreover, the

general pattern of corrections can indicate the consistency of phase data.
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Figure 9. (a) Left panel: probability of number of layers of the random models introduced by Markov chains during the evolution (color

indicates number of models; please see color palette table on the left). Right panel: histogram of number of layers of the models after burn-in

phase. (b) VP , VP /VS , and VS models after McMC simultaneous inversion. Figure characteristics are similar to Fig. 7. The velocity models

are well recovered down to∼63 km depth. (c) P-wave station-corrections of all the stations that were involved in the inversion corresponding

to the 1-D velocity model in (b). Negative corrections (red circles) indicate earlier arrivals (indicative for higher velocities in the shallow

subsurface) and positive corrections (blue crosses) indicate delayed arrivals (representative for lower velocities underneath the station). The

faults are same as in Fig. 2. Abbreviations: CA - Central AlpineAlps; EA - Eastern AlpineAlps; ESA - Eastern Southern Alps; WSA -

Western Southern Alps; MoB - Molasse Basin; PoB - Po Basin.
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6.2 Estimation of hypocenters accuracy based on relocation of quarry blasts460

To validate the localization procedure, the detected 15 quarry blasts (based on manual/visual inspections; see Sect. 3.2) ,

which were independently relocated by McMC using the previously derived 1-D velocity model and station-corrections from

the simultaneous inversion (Sect. 6.1). Fig. 10 focuses on the blasts distribution associated with two quarr< areas close to

the villages of Albiano (Italy) and Gummern (Villach, Austria). After the relocation of the blasts, we see that the epicenters

are located within the quarry areas and the depths are in the range of the quarry topography (considering the average and465

theuncertainty of 1σ), some of them are offset by a maximum of hundreds of meters. Based on the average mislocations of the

blasts (relative to the centers of the quarry areas) and also their location uncertainties, we estimate the absolute location errors

in the range of 1 km horizontally and 500 m vertically. This indicates that, although the number of picks (especially S-picks)

is generally lower for blasts, the McMC routine provides high precision hypocentral solutions. We expect that the accuracy

of earthquake hypocentersis even better because they have usually a higher number of S-observations. It is expected that the470

errors of earthquakes (which are potentially deeper than blasts) are smaller than those estimated from this test because they

are less affected by the heterogeneous shallow structure which was poorly accounted for by the model (Kissling, 1988; Husen

et al., 1999).

The hypocentral solution of the blasts, in comparison with those obtained by INGV/ZAMG, have an average difference of

∼160 m in longitude, ∼1 km in latitude, and ∼4.6 km in depth, so the depths are considerably better resolved and recovered475

in our study, due to the availability of the denser SWATH-D network.
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Figure 10. (a) Map view showing the location of quarry blasts relocated using single-event mode of McMC, with solutions of the 1-D

velocity model and station-corrections from the simultaneous inversion of earthquakes. (b) and (c) Epicenter and depth distribution of the

blasts associated to two quarries close to Albiano in Italy and Gummern in Austria, respectively. The light gray band in the cross sections

shows the surface elevation variation within the map-view boundary. The dark gray zones show the location and and surface elevations of the

quarries. The depth histogram is also shown for each quarry (the bar in the depth histograms displays the surface elevation within the quarry

area). Please note that elevations above the seesea level are shown with negative values.

6.3 Seismicity distribution

The distribution of seismicity in the Southern and Eastern Alps is shown in map view and cross sections in Figs 11 and 12. This

includes the same 301 events used for the simultaneous inversion (Sect. 6.1) as well as 43 additional earthquakes with slightly

fewer picks for a total of 344 earthquakes, 12,534 P-picks, and 7,265 S-picks lower quality (see Sec. 3.2). For this relocation,480

we used the modified average VP and VP /VS models, station-corrections, and noise levels resulted from the simultaneous

McMC inversion. After relocation, the depth probability distribution of 9 earthquakes were not Gaussian and therefore, due

to their high depth uncertainty we decided to remove these earthquakes from our catalog. The hypocentral uncertainties (1σ)

based on statistical analyses of the results of the McMC inversion are 1.75 km in depth and ∼500 m for the epicenters. This

is in agreement with the synthetic tests (Sect. 5) and the relocation of the quarry blasts (Sect. 6.2). The list of earthquakes is485

available in the supplementary material S2. The average differences between the epicentral positions derived in this study and

those provided by the agencies are2.3 km, with maximum differences of 11.5 km. The differences are even larger for depth

(average 2.9 km and maximum 12.5 km).Based on statistical analyses of the McMC inversion, the average epicentral and
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depth uncertainties (1σ) are ∼500 m and ∼1.7 km which are compatible with precision estimates by the synthetic test (Sect.

5). However, the absolute location errors estimated by quarry blasts test (Sect. 6.2) are ∼1 km for epicenter and ∼500 km for490

depth.

Since the national agencies are (probably) using much less data for the location (smaller number of stations used, larger

inter-station distances), a significant difference between their hypocenter solutions and those obtained in this study is expected

(average of 2.4 km in epicenter and 3.7 km in depth). The earthquake depths calculated by McMC are systematically shallower

than those by national agencies (by an average of 1.1 km). The maximum and minimum differences in the epicenters and495

depths (between McMC and national catalogs) are seen for the earthquakes from the INGV and SED, respectively.

The derived hypocenters in this study are not a representative seismicity catalog for the region (the national catalogs contain

many small, poorly locatable events in a much longer period) but form excellent data for further seismological studies, e.g.,

Local Earthquake Tomography (LET). Moreover, this highly-precise hypocentral data allows further tectonic inferences. The

hypocenter solutions of constrained earthquakes derived in this study is available in the supplementary material S2.500

The seismicity is clustered in the same areas as in previous seismic studies of the region (e.g., Reiter et al., 2018). The

long term seismicity by, e.g., merged national catalogs and SHARE catalog (Grünthal et al., 2013) also indicates the similar

seimicity pattern. Most activity is seen within the orogenic retro-wedge in the FV region, with somewhat lesser activity in

the SW part of the Giudicarie Belt (GL region). Further activity is located in the Austroalpine Nappes north of the PAF and

the region around Innsbruck (upper and lower Inntal and the Stubai Alps). The earthquakes reach a maximum depth of ∼20505

km (Fig. 11), most of them occurring in the depth range of 5 to 15 km. Regions of little or no seismicity are observed at the

northeastern corner of the eastern Adriatic or Dolomites indenter, southeast of the NGF (e.g., Reiter et al., 2018), and north of

the PAF (Fig. 11).

The overall pattern of seismicity reflects the head-on convergence of the Adriatic indenter with the Alpine orogenic crust,

accommodated along thrust faults and folds in the FV region and segmented in the western part of the ESA by strike-slip faults510

of the Giudicarie Belt.
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Figure 11. Distribution of the 335 well-located earthquakes in the target area after McMC inversion (single-event mode). Circles are earth-

quakes that were incorporated in the simultaneous inversion and pentagonals are 43 additional earthquakes with fewer picks. The color and

size of the circles indicate the depth and magnitude of the earthquakes, respectively (magnitude is taken from national catalogs). The black

dashed box indicates the periphery of the SWATH–D network. Purple stars show the location of Friuli earthquake of 1976 May 6 (ML

6.4) and its major aftershock on 1976 September 15 (ML 6.1) (Slejko, 2018) and the blue star is the Salò earthquake on 2004 November

24 (ML 5.2; Viganò et al., 2015). Black lines indicate cross sections shown in Fig. 12. Faults are compiled from geological maps of the

Italian geological survey, including Avanzini et al. (2010); Bartolomei et al. (1967); Bosellini et al. (1967); Braga et al. (1971); Castellarin

et al. (1968, 2005); Dal Piaz et al. (2007) and complemented by fault traces published in Handy et al. (2010); Schmid et al. (2004, 2008).

Legend: ESA - Eastern Southern Alps; WSA - Western Southern Alps; FV - Friuli-Venetia region; GL - Giudicarie-Lessini region; AN -

Austroalpine Nappes, PAF - Periadriatic Fault, NGF - Northern Giudicarie Fault, SGF - Southern Giudicarie Fault. The histogram in the

right side indicates the depth distribution of the earthquakes in the crust.
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Figure 12. Seismicity distribution in depth along 3 profiles of A, B, and C in Fig. 11. For a better clarity, the depth and length scales of

cross section A are magnified by a factor of 1.5 (without any distortion) compared to cross sections B and C. Red dots indicate hypocenters,

projected from a swath extending to 15 km on either side of the profiles. Purple stars show the location of Friuli earthquake of 1976 May 6

(ML 6.4) and its major aftershock on 1976 September 15 (ML 6.1) (Slejko, 2018) and the blue star is the Salò earthquake on 2004 November

24 (ML 5.2; Viganò et al., 2015). Geological structures of the FV region along cross section A are modified after Nussbaum (2000) with the

blind Trasaghis Thrust taken from Galadini et al. (2005). Geological structures NW and SE of the NGF in cross section B are modified after

Rosenberg and Kissling (2013) and Verwater et al. (2021), respectively. Abbreviations: NGF - North Giudicarie Fault, CA - Campofontana

Fault, PT - Priabona-Trambileno Fault, CAL - Calisio Fault.

Friuli-Venetia (FV) region

In accordance with the previous studies and national catalogs (and references therein Bressan et al., 2016; Reiter et al., 2018),

most of the seismicity in our dataset occurs in the ESA, i.e., within the FV region, coinciding with the eastern part of the

deformation front between the Adriatic plate and the PAF. This was also the location of the destructive Friuli earthquake of515

1976 May 6 (ML 6.4) and its major aftershock on 1976 September 15 (ML 6.1) (purple stars in Figs 11 and 12a&c), which

are associated with the Susans-Tricesimo Fault and buried or "blind" Trasaghis Thrust, respectively (Poli et al., 2002; Galadini
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et al., 2005; Slejko, 2018). We find most earthquakes around 13◦ E (close to the villages of Tolmezzo and Gemona) down to

a depth of around 17 km (Figs 12a and 12c - around km 220 corresponding to 13◦ E). However, the seismicity is distributed

over a wider area (see also Fig. 12c eastern part; between km 140 and 280). As stated above, a direct connection of individual520

earthquakes in our dataset to known faults near the surface is difficult. Nevertheless, the clustering of seismicity in the FV region

between the Alpine frontal thrusts and the Fella-Sava fault in the north suggest that several frontal thrusts and backthrusts are

active. Moreover, Petersen et al. (2021) shows dominant E-W striking thrust mechanism for this region.

According to the fault distribution (and naming) of Galadini et al. (2005), the seismicity along the cross section A (Fig. 12a)

indicates that the Susans-Tricesimo and Trasaghis faults, and potentially the Maniago Thrust are the most active faults in this525

region. Most earthquakes are located below the Maniago Thrust, one of the main Alpine frontal thrusts in the tectonic model

of Nussbaum (2000). This suggests that there is an active fault at greater depth (Fig. 12a). We interpret this to indicate a blind

(i.e., that has not reached the surface), southward propagating thrust front. In the profiles of Galadini et al. (2005) and Merlini

et al. (2002) further to east, this deeper blind thrust (named Trasaghis Thrust in Galadini et al., 2005) reaches the surface, where

it offsets Plio-Pleistocene sediments. More near-surface activity down to a depth of 6 km can generally be related to the Friuli530

thrust system (see Nussbaum, 2000, and Fig. 12a).

Giudicarie-Lessini (GL) region

The seismicity in the GL region correlates with the NNE-SSW transpressive fault system of Giudicarie Belt and the NW-SE

tending Schio-Vicenza strike-slip fault system. Seismicity of the Giudicarie fault system is concentrated mainly in the south535

(southwest of Lake Garda at depths ranging from a few km down to 15 km; Fig. 11) and is in agreement with Viganò et al.

(2015). For this part of the Giudicarie Belt, Viganò et al. (2008) suggested the kinematic regime of thrust with strike-slip

component (see also Petersen et al., 2021). The big Salò earthquake on 2004 November 24 with ML=5.2 and thrust mechanism

(blue star in Figs 11 and 12c; Viganò et al., 2015) was suggested to have occurred on a low angle thrust connected to the

steep Ballino-Garda Fault, which detaches the sedimentary cover (hanging wall) from the underlying crystalline basement in540

its footwall (Viganò et al., 2008, 2013, 2015).

The NNW-SSE trending system of vertical strike-slip faults making up the Schio-Vicenza Fault is located between the active

NW-dipping thrusts of the Giudicarie Belt to the west and the NNW-dipping thrusts of the Valsugana Thrust System to the

east. The short observational period of our network and the low seismicity rate limits the unambiguous association of the

earthquakes to specific faults. However, some of the captured seismicity seems to take place along the Campofontana (CA),545

Priabona-Trambileno (PT), and Calisio (CAL) Faults (Fig. 12c - western section). The Schio-Vicenza Fault system is the most

active structure in the GL region and was shown with predominant right-lateral strike-slip mechanism (Viganò et al., 2008).

Figure 12b shows the distribution of seismicity superposed on the main geological structures, which indicates that seismicity

is focused in its southern part of the GL region. This suggests that the most southern and deepest faults (Fig. 12b) remain active,

while the more internal fault systems have become seismically inactive (Verwater et al., 2021). Moreover, we observe that the550

seismicity is deeper than the frontal thrust modeled from balanced geological cross sections (Fig. 12b; Verwater et al., 2021),
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similar to observations within the FV region (as mentioned above). We interpret this to reflect southward propagation of the

Southern Alpine deformation front (blind thrusts) towards the Po Plain.

Lateral variations in clustering of seismicity from the WSA to ESA555

A cross section running orogen-parallel from the GL to the FV region (Fig. 12c) indicates a similar depth of earthquakes for

both regions. The FV region shows relatively high seismic activity, located at the junction with the Dinaric Front (Doglioni and

Bosellini, 1987). However, in the central part of cross section C (around km 150 of Fig. 12c), sparse seismicity may indicate

a seismic gap (Anselmi et al., 2011; Burrato et al., 2008). Alternatively, the sparse seismicity (especially at shallow depths)

could indicate that deformation within this area is occurring aseismically, as proposed by Barba et al. (2013) and Romano560

et al. (2019) for the Montello Thrust (Fig. 11). Strain rates within the Montello region are among the highest within the ESA

(Serpelloni et al., 2016), which combined with its sparse seismicity indicates that the majority of deformation within this area

is most likely occurring aseismically (Barba et al., 2013).

Engadine and Austroalpine Nappes565

The seismicity in the Austroalpine Nappes (close to Italy-Switzerland border, Fig. 11) reaches a rather homogeneous depth

around 11 km and does not seem to coincide with known geological structures in the area (e.g., Engadine Fault, Fig. 12b, left

part). Although earthquakes are situated at a uniform depth, the distribution of these events in map view is quite diffuse (Fig.

11). Note that no seismicity clusters around the Engadine Fault in cross section B (Fig. 12b, left part), although the map view

shows that seismicity coincides with the fault trace of the Engadine Fault NE and SW of cross section B. This could be related570

to block rotation along the Engadine Line (Schmid and Froitzheim, 1993).

Inntal region

A cluster of seismicity is found in the Inntal region at a depth range of 5 to 18 km (11). This region is known for earthquakes

with strike-slip and oblique-slip mechanisms that have been attributed to the activity of the Inntal Fault (Reiter et al., 2018;575

Petersen et al., 2021) and the Alpine basal thrust (Reiter et al., 2003). Historical earthquakes (e.g., the earthquake of 1670 July

17 in Hall in Tyrol; Hammerl, 2017) were also reported. Current seismicity (11) extends further south into the Brenner region,

where it has been associated with activity of the Brenner normal fault (Reiter et al., 2005).

Other structures580

Several earthquakes in a depth range of 5 to 14 km are clearly aligned along the PAF between 12◦ E and 12.5◦ E, possibly

indicating ongoing activity of this fault (see also Reiter et al., 2018). The ENE-WSW Valsugana Fault system does not seem

to be seismically active, similar to the conclusion that Viganò et al. (2015) reached based on his analysis in the time frame of

1994-2007.
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7 Conclusions585

Carefully analyzed earthquake hypocenters and 1–D VP and VP /VS models for the Southern and Eastern Alps (the time period

of September 2017 to December 2018) have been presented in this study. The results can be summarized as follows:

• The automatized procedure of P– and S–wave first arrival–time picking provided the initial dataset for further vi-

sual/manual analysis of the picks in order to remove/modify mispicks and pick the ignored arrivals.

• By visual/manual inspection of the waveform data, we identified the potential quarry blasts which were used to590

investigate the high accuracy of the derived hypocenters.

• The arrival–time dataset of the earthquakes was utilized for simultaneous inversion of 1–D velocity model, hypocen-

ters, and station–corrections using a McMC approach without any prior assumption on the velocity or earthquake locations.

The McMC approach was also validated with a synthetic dataset that was created using a close–to–realistic 3–D velocity model.

The test showed that the McMC is a viable approach to yield highly accurate hypocenters of local earthquakes even in complex595

3–D velocity conditions. Furthermore, we should emphasize that the quality classes of the picks have been incorporated in the

McMC inversion and noise levels are recovered individually for each class of picks.

• The seismicity is found in diffuse clusters in the upper crust (0-20 km) with pronounced activity in broader zones

of the Alpine frontal thrust, e.g., FV region, along the GL and Schio-Vicenza domains, and in the Internal Alpine and Inntal

areas. The seismicity analyzed here (16 months of data) confirms previous seismotectonic characterizations based on long-600

term records. We interpret the deeper seismicity in the FV and GL regions as an indication for southward propagation of the

Southern Alpine deformation front (blind thrusts).

• The 1–D VP and VP /VS models and the reassessed precise hypocenters (with average uncertainties of around 500 m

for the epicenters and 1.75 km for the depth) form necessary initial data for further studies, e.g., Local Earthquake Tomography

(LET).605

In this study, a semi-automatized picking procedure was applied to the waveform data recorded by SWATH-D and selected

AlpArray network stations of earthquakes listed in national seismic catalogs. During the visual inspection of the picks, several

quarry blasts were identified and separated from the earthquakes. In order to establish a very high-quality, consistent earthquake

catalog in the study region, the arrival-time data of the best locatable events (in terms of azimuthal gap, RMS, and number of

picks) were inverted simultaneously for hypocenters, 1-D velocity model, and station-corrections using a McMC approach. A610

synthetic recovery test , using a close-to-realistic 3-D velocity model, validated the reliability of the method for yielding highly

precise hypocenters even in complex 3-D velocity conditions. A quarry blast test demonstrated that the blast hypocenters are

located very close to the quarry areas with average horizontal and vertical mislocations (relative to the centers of the quarry

areas) of 740 m and 376 m, respectively. The average uncertainties calculated by McMC for the earthquake locations are∼500

m in epicenter and ∼1.7 km in depth. The derived VP and VP /VS models are well-resolved down to a depth of 30 km with an615

uncertainty below 0.45 km s−1 and 0.05, respectively. At greater depth the resolution decreases. Below 30 km depth, velocities

gradually increase to mantle velocity which is reached at around 50 km depth. The station-corrections demonstrate coherent
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negative values associated with the EA, ESA, and CA and slight positive values in the WSA. Moreover, the PoB and MoB

represent extreme positive corrections, as it is expected for sedimentary basins.

The study is based on a very dense and large station network, however, it is limited to 16 months. Nevertheless, our precise620

hypocenter solutions with high internal consistency allow us to have insight into the active tectonic situation throughout the

study region. The seismicity pattern confirms previous seismotectonic studies based on long-term records or local networks.

Seismicity is found in diffuse clusters in the upper crust (0-20 km) and within broader zones of the Alpine frontal thrust, e.g.,

FV region, along the GL and Schio-Vicenza domains, and in the Internal Alpine and Inntal areas. The northeastern corner of

Adriatic or Dolomites Indenter is obviously inactive or low-active. We think that the overall pattern of seismicity reflects the625

head-on convergence of the Adriatic Indenter with the Alpine orogenic crust, accommodated in the FV region and along the

Giudicarie Belt. The seismicity in the FV and GL regions shows activities deeper than the modeled frontal thrusts, which we

interpret as an indication for southward propagation of the Southern Alpine deformation front (blind thrusts). The seismicty in

FV and GL indicates similar earthquake depths for both regions, while the sparse seismicity between them may indicate that

the deformation within this area is most likely occurring aseismically.630

The 1-D VP and VP /VS models and the reassessed precise hypocenters will be utilized for investigating 3-D seismic

velocities in the region using LET. The earthquake database is provided in the supplementary materials S1 and S2.

Appendix A: Integration of the seismic event catalogs

The process of integrating events from the national seismological agencies is summarized in Fig. A1. It starts with getting

events between September 2017 and the end of 2018 and confined to our study area with ML ≥1 from catalogs of INGV, OGS,635

ZAMG, and SED. Thereafter, three individual event lists of A for Italy, Slovenia, and Croatia from INGV, B for Germany and

Austria from ZAMG, and C for Switzerland from SED are selected. The lists will be subsequently updated by other 3 catalogs

(one at a time as described in Fig. A1). Eventually, the three lists are merged in to one list which forms 2,639 local events in

the study region.
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Figure A1. Flow chart showing the process of merging seismic catalogs of INGV, OGS, ZAMG, and SED in order to derive an integrated

seismic event list in the study region.

Appendix B: Automatized Arrival-Time Picking and Earthquake Relocation640

B1 Workflow

Our modified workflow consists of three main stages: 1) the NonLinLoc ray-tracer (Lomax et al., 2000) for predicting initial P

arrival-times based on preliminary origin-time and hypocenters (integrated earthquake catalog from national agencies) and the

minimum 1-D velocity model of Diehl (2008); 2) the MPX algorithm (Aldersons, 2004; DiStefano et al., 2006) for improving

the first alerts of P-picks and classifying them into four quality classes (0 to 3, Table B2) based on Fisher statistics (Diehl, 2008,645

;Appendix D: Users guide for MPX picking system); 3) the Spicker algorithm (Diehl et al., 2009a) for picking S-onsets based

on P-picks, event location, and a preliminary S-pick (determined by NonLinLoc ray-tracing; Lomax et al., 2000). Spicker also

rates picks into four quality classes (Table B2).

After each stage, in order to remove the effect of low-quality picks on hypocenter locations, a multiple relocation procedure

using HYPO71 (Lee and Lahr, 1975) and various subsets of picks is performed. The procedure starts with localization of650

the events using the most reliable picks (higher quality classes and closer distance to the event) and this first location is

considered to be the reference for testing further picks. Thereafter, the picks with lower quality and those from distant stations

are incorporated one-by-one. The newly added pick is kept if its residual is less than a distance-dependent, user-defined value

and also if the root mean square (RMS) residual of the event location is still acceptable (less than 1 s). Picks leading to not
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acceptable RMS residuals are removed from the dataset. Moreover, in this relocation procedure, not only low-quality picks but655

also events with a small number of high-quality picks are removed. This procedure results in not dominating the location by

low-quality picks or not sorting out better picks. Since MPX and Spicker depend on the correctness of the predicted arrival-

times (the predicted arrival-time itself depends on the event location), therefore picks and location are highly inter-dependent.

This can be controlled by iteratively improving the event location, repicking arrival-times based on the updated location, and

adding or removing dubious picks in each step.660

The implementation of this automatic workflow for the event list by national catalogs (appendix A) resulted in a dataset with

2,639 events, 68,099 P- and 17,151 S-Picks. The statistics of the picking quality classes are given in Table B1.

Table B1. Distribution of the picks and their quality classes after implementation of the automatic picking algorithms for the event list created

by national catalogs.

Quality class P-picks (#) S-picks (#)

0 5,362 880

1 18,353 1,624

2 14,055 2,418

3 30,329 12,229

sum (#) 68,099 17,151

B2 Uncertainty assessment of arrival-time picks

To assess the performance of the picking algorithms, a dataset consisting of 14 earthquakes with various magnitude ranges and665

randomly scattered in the region, are manually analyzed. Based on the arrival-time uncertainty, the P- and S-picks are qualified

into 5 classes (0, 1 ,2, 3, and 4 meaning respectively 100%, 75%, 50%, 25%, and 0% of contribution into location) and they

are considered as reference for calibration (Table B2).
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Table B2. Statistics of the automatic and reference picks associated with the quality classes for a dataset of 14 earthquakes.

pick #auto #reference manual auto-picking auto-picking

quality class picks picks arrival-time µ∗ (s) SD∗∗ (s)

uncertainty (s)

P-all 757 871 - 0.071 0.189

P-0 195 299 <0.05 0.001 0.039

P-1 245 156 0.1 0.063 0.123

P-2 160 171 0.2 0.158 0.283

P-3 157 120 0.3 0.061 0.384

P-4 - 125 >0.3 - -

S-all 343 445 - 0.103 0.642

S-0 21 69 <0.1 0.056 0.053

S-1 56 61 0.2 0.07 0.132

S-2 77 108 0.3 0.115 0.235

S-3 189 121 0.4 0.223 0.817

S-4 - 86 >0.4 - -

* The mean of misfits between automatic and reference picks

** The standard deviation of misfits between automatic and reference picks

The misfits between reference and automatic arrival-times are calculated (individually for each quality class of the P- and

S-picks) and the mean and standard deviation values are shown in Table B2. The picks with higher qualities have smaller mean670

values which means their misfits are lower (i.e., automatic picks are closer to reference picks). Moreover, except for S-3, the

standard deviation of each class is very well comparable with manual arrival-time uncertainty.

Another way of assessing the performance of the automatic picking algorithms is the so-called confusion matrix. The confu-

sion matrix, in general, shows the performance of predicted vs. the actual data of different classifications in machine learning

(Kohavi and Provost, 1998). For our dataset, it shows automatic picks vs. reference picks (similar to DiStefano et al., 2006;675

Diehl et al., 2009a; Sippl et al., 2013). In the confusion matrices displayed in Fig. B1, three values represent the performance

of the automatic pickers in each quality class: 1) number of picks, 2) hit-rate (fraction of reference picks of a certain class that

are assigned to a specific class by the automatic picking) that is summed up to 100% in each row, and 3) the standard deviation

of the residuals between automatic and reference picks. The red and orange colors refer to picks that are upgraded to higher

qualities by the automatic algorithms (unfavorable), whereas the green sectors show the picks that are underestimated by the680

automatic picker (more eligible). Having low hit-rates in the orange and red cells and high hit-rates in the green fields point

toward a conservative assessment of the picking algorithms. The white fields in the confusion matrices illustrate the picks that

are ideally qualified based on the reference dataset.

35



Figure B1. Confusion Matrices of P- and S-picks, comparing the automatic picks with reference picks. Columns are quality classes of the

automatic P-picks from MPX (upper table) and S-picks from Spicker (lower table), and rows represent the pick weighting classes provided

by the human analyst for reference data. The parameters in each cell of the matrices are explained in the text.

The confusion matrices of both MPX and Spicker show relatively high values of hit-rate (alternatively N) in some orange

and red cells that we interpret as mispicks. For instance, the MPX (Spicker) picked 157 P-picks (166 S-picks) that are either685

ignored or qualified as class 4 by a human analyst. As the human analyst adopted class 4 for far stations with unclear arrivals,

far automatic picks are unreliable. On the other hand, it seems that Spicker ignored a large number of picks (high hit-rates in the

most right column of the Spicker matrix). This is eminent for picks with manual quality class 0 that are potentially associated

with closest stations based on human analysis.

Data availability. The SWATH-D data is archived at the GEOFON datacenter (http://eida.gfz-potsdam.de/webdc3/; FDSN network code690

ZS, 2017-2019; Heit et al., 2017). Detailed information for accessing the data of permanent and temporary networks of AASN (network

codes: BW, CH, GR, IV, MN, NI, OE, OX, RF, SI, SL, ST, Z3) are available in http://www.alparray.ethz.ch/en/seismic_network/backbone/

data-access/. The earthquake hypocenters together with the VP and VP /VS models established in this study are utilized in the attached .zip

archive.
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